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ABSTRACT

This manuscript presents a topology-based analysis and visualization framework that
enables the effective exploration of feature evolution in large-scale simulations. Such
simulations pose additional challenges to the already complex task of feature tracking
and visualization, since the vast number of features and the size of the simulation data
make it infeasible to naively identify, track, analyze, render, store, and interact with data.
The presented methodology addresses these issues via three core contributions. First, the
manuscript defines a novel topological abstraction, called the Nested Tracking Graph
(NTG), that records the temporal evolution of features that exhibit a nesting hierarchy,
such as superlevel set components for multiple levels, or filtered features across multiple
thresholds. In contrast to common tracking graphs that are only capable of describing
feature evolution at one hierarchy level, NTGs effectively summarize their evolution
across all hierarchy levels in one compact visualization. The second core contribution
is a view-approximation oriented image database generation approach (VOIDGA) that
stores, at simulation runtime, a reduced set of feature images. Instead of storing the
features themselves—which is often infeasable due to bandwidth constraints—the images
of these databases can be used to approximate the depicted features from any view angle
within an acceptable visual error, which requires far less disk space and only introduces
a neglectable overhead. The final core contribution combines these approaches into a
methodology that stores in situ the least amount of information necessary to support
flexible post hoc analysis utilizing NTGs and view approximation techniques.
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CHAPTER 1

INTRODUCTION

In many scientific domains, interesting features correspond to areas that exceed some
threshold. Examples include highly turbulent regions in flow fields (vortices), areas in
combustion simulations above a fuel consumption rate threshold (burning cells), parts
of the universe exceeding a dark matter density (halos), and regions in a fluid with a
minimum viscosity (viscous fingers). Simulating models of these phenomena is crucial
to understand them, since simulations provide the means to verify hypothesis, to derive
predictions, and—most importantly—to iteratively advance the models. To this end, it is
essential for simulation analysis to reliably identify individual features, and to robustly
correlate them over time, which enables the characterization of features, as well as their
evolution, properties, and mutual interaction. Recent advances in high-performance
computing enable large-scale simulations of such models, which introduces additional
challenges to the already complex task of simulation analysis, as the vast number of
features and the size of the simulation data make it infeasible to naively identify, track,
render, store, and interact with features.
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1.1 SCOPE
The methodology described in this manuscript focuses on a central limitation of large-
scale simulations, i.e., the fact that it is usually infeasible to store every simulation state
in its entirety due to bandwidth and disk space constraints [2, 68, 118]. This limitation
becomes more apparent as we approach the era of exascale computing. A solution to this
problem is to deploy in situ analysis algorithms that process simulation data while it is
still in machine memory. The purpose of these algorithms is to determine and store, at
simulation runtime, the least amount of information necessary to support flexible post
hoc analysis; including the capability to identify, filter, track, and render features. At the
same time, effectively exploring numerous features and their complex evolutions requires
visual analytics frameworks that partition features into a manageable amount of groups.
This hierarchical decomposition enables the visual analysis of features in a level-of-detail
approach, by providing overviews of feature groups, as well as detailed information about
individual features, their properties, and evolutions.

1.2 CONTRIBUTIONS
Topological data analysis enables the precise and robust characterization of feature
evolution in scalar fields, including abstractions that identify features as domain subsets
based on field values (level, sublevel, and superlevel set components), that describe the
structure of the entire field (contour trees), that rank and filter features according to their
significance (persistence), and that record the temporal evolution of features (tracking
graphs). This work presents a novel topological abstraction, called the Nested Tracking
Graph (NTG), that records the temporal evolution of features that have a nesting hierarchy;
such as superlevel set components for multiple levels, or filtered features across multiple
persistence thresholds. In contrast to common tracking graphs that are only capable of
describing feature evolution at one hierarchy level, NTGs effectively summarize feature
evolution at all hierarchy levels in one compact visualization (Fig. 1.1a-b). Each layer
of a NTG is a common tracking graph, where edges of different layers are drawn inside
each other based on the nesting hierarchy of the features. This hierarchy is recorded
for each timestep by a so-called merge tree (Fig. 1.1d). The proposed methodology
stores, at simulation runtime, the merge trees and other intermediate data structures to
efficiently compute NTGs for any feature parameters post hoc, without requiring access
to the original simulation data. NTGs then enable analysts to effectively peel through the
simulation data by interactively updating feature parameters, and following the history of
individual features and feature groups (Fig. 1.1b-d).
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Figure 1.1: Individual elements of the proposed methodology demonstrated on the
asteroid impact case study described in Sec. 5.4.2.
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To render feature geometries post hoc, the proposed methodology uses a view-
approximation oriented image database generation approach (VOIDGA) to store, at
simulation runtime, a collection of feature images for a predefined set of parameter
values (Fig. 1.1c). Instead of storing the feature geometries themselves—which is often
infeasable due to bandwidth constraints—VOIDGA stores a reduces set of images that
can be used by image-based rendering techniques to approximate the depicted geometries
from any view angle with an acceptable visual error, which requires far less disk space
and only introduces a neglectable compositing overhead.

Finally, the proposed methodology combines NTGs and image databases to derive
in situ a database that enables flexible post hoc analysis within a topology-based visual
analytics framework. The core interaction device of this framework is a NTG that is
dynamically computed based on analysis products stored in the database, which is used
to browse through time, update feature parameters, aggregate features into groups, and to
retrieve feature images and other data products form the database. This approach enables
the efficient interactive analysis of large-scale simulations based on a relatively small
database. The primary advantage of this methodology is that the database only grows
proportional to a predefined parameter sampling—e.g., based on a maximum number of
images, or a list of level values—independent of the actual size of the simulation data and
the number of features. This decoupling enables the approach to scale to state-of-the-art,
largest-scale simulations which stand to benefit from the proposed methodology.

1.3 STRUCTURE
This manuscript is structured as follows.

Ch. 2 introduces the background of the proposed methodology, including the data repre-
sentation, feature characterization, tracking approaches, and view-approximation
techniques.

Ch. 3 then uses these definitions to formalize NTGs and demonstrate their effectiveness
in several case studies.

Ch. 4 describes the view-approximation oriented image database generation approach
(VOIDGA) that derives, at simulation runtime, a reduced set of feature images
that are composited during post hoc analysis to render 3D scenes.

Ch. 5 combines NTGs and image databases to derive in situ a database that enables
flexible post hoc analysis.

Ch. 6 summarizes the results of the proposed methodology and provides an outlook on
future research directions.
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CHAPTER 2

BACKGROUND AND RELATED WORK

This chapter introduces the topological concepts and data structures which are the basis of
this work. This includes state-of-the-art approaches for feature characterization, tracking,
scientific image databases, and view approximation techniques. Specifically, the first
section (Sec. 2.1) build up to a formal definition of the primary data representation that is
used throughout this manuscript (Sec. 2.2). This representation enables the formalization
of topology-based feature characterizations (Sec. 2.3), which are then used to formalize
tracking techniques for these features (Sec. 2.4). The second contribution of this work
is an interactive interface design for large-scale simulations that enables the real-time
visualization of features. The core components of this interface are scientific image
databases (Sec. 2.5), and view approximation techniques (Sec. 2.6).



20 CHAPTER 2 — BACKGROUND AND RELATED WORK

2.1 PRELIMINARY DEFINITIONS
This subsection contains preliminary definitions that are used throughout this manuscript
to formalize the data representation and feature characterization.

Definition 1 (Topology) A topology on a set X is a collection T of subsets of X having
the following properties:

(i) The sets /0 and X are in T ;

(ii) The union of any sub-collection of T is in T , and;

(iii) The intersection of a finite sub-collection of T is in T .

Definition 2 (Topological Space) A topological space X= (X ,T ) is a pair of a set X and
a topology T defined on X.

Definition 3 (Function) A function f : X→ Y associates each element of the topological
space X with exactly one element of the topological space Y. The inverse of f is denoted
by f−1 : Y→ X.

Definition 4 (Injection) A function f : X→ Y is an injection iff

∀x1,x2 ∈ X : x1 ̸= x2⇒ f (x1) ̸= (x2).

Definition 5 (Surjection) A function f : X→ Y is a surjection iff

∀y ∈ Y : ∃x ∈ X s.t. f (x) = y.

Definition 6 (Bijection) A function f is a bijection iff it is an injection and a surjection.

Definition 7 (Enumeration) An enumeration is a bijection X̄ : N<n→ X that maps the
first n natural numbers to the elements of a collection X where n = card(X). Hence,
X̄−1(x) returns the index of element x ∈ X in X̄. To simplify notations, an enumeration
can also be denoted as a sequence

X̄ = (X̄0, X̄1, . . . , X̄n−1).

Definition 8 (Open Set) A set X ⊆ X of a topological space X is an open set of X if it is
in the topology T of X.

Definition 9 (Closed Set) A set X ⊆ X of a topological space X is a closed set of X if its
compliment X\X is open.
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Definition 10 (Continuous Function) A function f : X→ Y is continuous iff for each
open subset Y ⊆ Y the set f−1(Y ) is an open subset of X.

Definition 11 (Homeomorphism) A homeomorphism between two topological spaces X
and Y is a continuous bijection f : X→ Y whose inverse f : Y→ X is also continuous.

Definition 12 (Homeomorphic) Two topological spaces are said to be homeomorphic iff
there exists a homeomorphism between the two spaces.

Definition 13 (Homotopy) A homotopy between two continuous functions f ,g : X→ Y
is a continuous function h : X× [0,1]→ Y such that h(x,0) = f (x) and h(x,1) = g(x)
for all x ∈ X.

Definition 14 (Homotopic) Two continuous functions f and g are said to be homotopic
iff there exists a homotopy between the two functions.

Definition 15 (Path) A homeomorphism p : (0,1)→ Y from the unit interval to a subset
Y ⊆ Y is called a path between the points p(0) and p(1) in the topological space Y.

Definition 16 (Connected Topological Space) A topological space X is connected iff
there exists a path on X between any two distinct points of X.

Definition 17 (Connected Component) A connected component Ẋ (sometimes just re-
ferred to as a component) is a maximal connected subset of a set X.

Definition 18 (Simply Connected) A topological space X is simply connected iff it is
connected and any two paths on X between any two distinct points of X are homotopic.

Note, if there exists a homeomorphism between two topological spaces, then any
connected neighborhood of one space can be mapped to a connected neighborhood of the
other, and vice versa. If these neighborhoods can even be deformed into each other by a
continuous function, then this deformation function is called a homotopy.
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2.2 DATA REPRESENTATION
Many scientific simulations and experiments of physical phenomena are modeled as
collections of real-valued functions f : X→ R over a topological space X. However, the
values of f are often only computed or observed at a finite set of points. This section
describes how to represent the underlying space with a finite collection of simple pieces
that connect these points (Sec. 2.2.1), and how values only available at these points can
be interpolated across the entire space of the representation (Sec. 2.2.2).

2.2.1 Domain Representation
The methodology described in this manuscript processes representations of topological
spaces based on collections of simple pieces (called simplices) that constitute more
complex structures (called simplicial complexes) [25].

Simplicies

Formally, a d-simplex is the convex hull of d +1 affinely independent points in Rn with
0≤ d ≤ n, where the most basic simplex corresponds to a single point (called a vertex).
Vertices play a special role as they (a) represent the discrete locations on where data
is available, and (b) define higher dimensional simplices. The second property enables
the description of the space between vertices via a piecewise linear combination of the
vertices (Fig. 2.1), which is convenient to interpolate values within simplices (Sec. 2.2.2).

Definition 19 (Convex Set) A subset X ⊂ Rn is convex if for any two points x0,x1 ∈ X
and λ ∈ [0,1] the point p = (1−λ )x0 +λx1 is also an element of X.

Definition 20 (Convex Hull) The convex hull of a point set X ⊂Rn is the unique minimal
convex set containing all points of X.

Definition 21 (Simplex) A d-simplex σ = ⟨p0, ..., pd⟩ is the convex hull of d +1 affinely
independent points pi ∈ Rn with 0≤ d ≤ n. The points pi are called the generators of σ .

0-simplex
(Vertex)

1-simplex
(Edge)

2-simplex
(Triangle)

3-simplex
(Tetrahedron)

Figure 2.1: Illustration of d-simplices for 0≤ d ≤ 3.
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Simplicial Complexes

The next step is to “glue” multiple simplices together to build more complex structures,
called simplicial complexes (Fig. 2.2). This requires the definition of a simplex face, i.e.,
the areas of simplices on which it is allowed to glue them together. Hence, a face of a
d-simplex σ is a simplex that is defined by any non-empty subset of the d +1 vertices
of σ . For instance, the faces of a triangle (a 2-simplex) are its vertices (0-simplices),
edges (1-simplices), and the triangle itself. Moreover, the boundary of a d-simplex is
the union of all its d-1-faces, e.g., the boundary of a triangle is the union of its edges.
Based on these definitions, a simplicial complex corresponds to a collection of simplices
together with all their faces, where two simplices are either disjunct or their intersection
is a complete face of both simplices. This ensures that simplices are only connected via a
common face; which prohibits degenerate structures.

Definition 22 (Simplex Face) A face τ of a d-simplex σ is any simplex defined by a
non-empty subset of the d +1 generators of σ , and is denoted by τ ≤ σ .

Definition 23 (Simplex Boundary) The boundary of a d-simplex σ is the union of its
d-1 dimensional faces.

Definition 24 (Simplex Interior) The interior of a d-simplex σ is the set of points of σ

that are not elements of its boundary.

Definition 25 (Simplicial Complex) A simplicial complex K is a finite collection of
non-empty simplices such that (i) every face of a simplex σ ∈ K is also in K, and (ii) any
two simplices of K intersect in a common face or not at all.

Figure 2.2: Illustration of a simplicial complex consisting of vertices (discs), edges
(lines), triangles (red surfaces), and tetrahedra (blue volumes). Note, simplicies only
intersect at a common face or not at all.
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Local Neighborhoods

Topological algorithms—such as the contour tree algorithm by Carr et al. [13]—utilize
the connectivity of simplicial complexes. Two important subsets of complexes that
are essential for such algorithms are the so-called star and link of a simplex. Both
subsets describe the local neighborhood of a simplex within a complex in any dimension.
Specifically, the star of a simplex is the subset of simplices that have the simplex as a
face (Fig. 2.3, first row). Note, a star is not necessarily a simplicial complex as it might
violate condition (i) of Def. 25. The union of the star with all its faces yields a simplicial
complex called the closed star.

The link of a simplex σ is defined as the subset of simplices of the closed star that are
disjoint from σ (Fig. 2.3, second row). The link can be interpreted as the set of simplices
in the local neighborhood of σ that are transitively connected through σ . For a function
that assigns a real number to the vertices of a simplicial complex, the link can again
be partitioned into two subsets: the lower and upper link. The upper link of a simplex
contains only simplices whose vertices have a strictly larger value then the ones of the
simplex, whereas the lower link only contains simplices whose vertices have a strictly
smaller value (Fig. 2.3, third row).

As described in Sec. 2.3, vertex stars and links can be used to efficiently, and indepen-
dently identify critical points on simplicial complexes—e.g., minima and maxima—since
these subsets represent the local topological neighborhood of their respective vertices.

Definition 26 (Star) The star of a simplex τ ∈ K is the set of all simplices of a simplicial
complex K that contain τ , i.e., St(τ) = {σ ∈ K | τ ≤ σ}.

Definition 27 (Closed Star) The closed star S̄t(σ) of a simplex σ is the union of St(σ)

and all its faces τ ≤ St(σ).

Definition 28 (Link) The link of a simplex σ ∈ K is the set of faces τ ∈ S̄t(σ) that have
an empty intersection with σ , i.e., Lk(σ) = {τ ∈ S̄t(σ) | τ ∩σ = /0}.

Definition 29 (Lower/Upper Link) For a function f that assigns a real number to the
vertices of a simplicial complexK, the lower link Lk−(σ) (respectively upper link Lk+(σ))
of a simplex σ ∈ K are the simplices of Lk(σ) whoes vertices all have a value stricly
lower (respectively larger) than the ones of σ .
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Figure 2.3: Examples that show the Star (first row) and Link (second row) of a vertex ⟨H⟩
and an edge ⟨H,F⟩, as well as the Upper Link (bottom left) and Lower Link (bottom
right) of vertex ⟨H⟩.
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Triangulations of Manifolds

As described previously, a simplicial complex enables the representation of topological
spaces via collections of simple pieces. However, the question arises under which
conditions a simplicial complex approximates a topological space well, and if such a
representation even exists. In order to compare a topological space X to a simplicial
complex K, consider the union of its simplices |K| =

⋃
K, which is referred to as the

underlying space of the complex. Then, K is said to be topologically equivalent to X
iff its underlying space is homeomorphic to X. In this case, the complex K is called a
triangulation of the space X.

This work focuses on a specific subset of topological spaces called d-manifolds, which
locally correspond to the Euclidean space Rd . Thus, every interior point of a d-manifold
has an open neighborhood that can be continuously transformed via a homeomorphism
to a d-dimensional open Euclidean ball, and every point on its boundary into a half-ball.
Predominant examples for such spaces are surfaces and volumes, which are 2-manifolds
and 3-manifolds, respectively. To be more precise, the methods proposed in this work
focus on simply connected d-manifolds, i.e., manifolds without holes, voids, and so forth.
As described in Sec. 2.3.2, this restriction is required for some topological concepts such
as the contour tree.

If a simplicial complex is a triangulation of a manifold—i.e., if their respective spaces
are homeomorphic—then the triangulation is also called a piecewise linear manifold.
Fig. 2.4 illustrates an example of a topologically equivalent and an inequivalent represen-
tation of a 2-manifold. The term piecewise linear will become clear in the next section,
which describes how data can be linearly interpolated within the complex.

Definition 30 (Underlying Space) The underlying space |K| of a set of simplicies K is
the union of the simplices.

Definition 31 (Triangulation of a Topological Space) A triangulation of a topological
space X is a simplicial complex whose underlying space is homeomorphic to X.

Definition 32 (Manifold) A topological space M is a d-manifold if every interior point
(respectively boundary point) x ∈M has an open neighborhood that is homeomorphic to
an open Euclidean ball (respectively half-ball) of dimension d.

Definition 33 (Piecewise Linear Manifold) A piecewise linear manifoldM is a triangu-
lation of a manifold M.
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Figure 2.4: Examples of a topologically equivalent simplicial complex (left) and an
inequivalent complex (right) triangulation of a 2-manifoldM consisting of two connected
components (middle). The simplicial complex on the right is not a triangulation ofM
as its underlying space is not homeomorphic toM. Specifically, the single vertex in the
center is not homeomorphic to the disc as any function that maps open sets of the center
component ofM to a single point is not injective. The same argument applies for the line
segment of the outer complex and the corresponding part of the outer component ofM.

Simulations of physical phenomena often compute values on the vertices of a pieces
linear manifold. Alternatively, vertices can also be connected by other elementary
pieces instead of simplicies, such as cubes or pyramids. These pieces, however, can be
decomposed into a set of simplicies, e.g., a cube can be represented by five tetrahedra.
Thus, piecewise linear manifolds are the prime domain representation for the remainder
of this manuscript, since they cover a wide range of common simulation setups.
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2.2.2 Value Representation
The simulations considered in this manuscript are based on a model of a function
f : X→ R that assigns to each point of a topological space X a real number. Each
such function is referred to as a scalar field. The concrete implementation of a simulation
discretizes the topological space X via a piecewise linear (PL) manifoldM, and then
computes a real-valued function f̊ : V → R on the vertices V ⊆M. Values inside a
higher dimensional simplex σ ∈M can be computed by a linear combination of the
vertex values of σ . Common weights for such a linear combination are the barycentric
coordinates of a point inside σ , which correspond to the fractions of hypervolumes [41].
A scalar field that in this way linearly interpolates the values inside a PL manifold is
called a PL scalar field (Fig. 2.5). These functions have two important properties: (i) they
can be computed very efficiently, and (ii) their gradient is piecewise constant.

The methodology described in this manuscript processes an enumeration of PL scalar
fields that are defined on the same PL manifold. In the context of simulations, each
element of the enumeration corresponds to an individual state, and the order represents
time. Such an enumeration is called a time-varying PL scalar field.

Definition 34 (Scalar Field) A scalar field is a function f : X→ R that assigns to each
point of a topological space X a real number.

Definition 35 (Barycentric Coordinates) For a d-simplex σ = ⟨v0, v1, . . . , vd⟩ and a
point p ∈ σ , the uniquely determined real coefficients (α0,α1, . . . ,αd) for which

p =
d

∑
i=0

αivi and 1 =
d

∑
i=0

αi

are called the barycentric coordinates of p relative to σ .

Definition 36 (Piecewise Linear Scalar Field) Let f̊ : V →R be a scalar field that assigns
to the vertices V of a PL manifoldM a real number. Then the value of any point p inside
a d-simplex σ = ⟨v0, v1, . . . , vd⟩ ∈M can be interpolated via the piecewise linear scalar
field f̂ : |M|→ R defined as

f̂ (p) =
d

∑
i=0

αi f̊ (vi)

where the coefficients αi are the barycentric coordinates of p relative to σ .

Definition 37 (Time-Varying Piecewise Linear Scalar Field) A time-varying PL scalar
field is an enumeration of PL scalar fields on the same PL manifold ordered by time.
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Figure 2.5: Piecewise linear scalar field representation (bottom) of a scalar field (top).
Top: Scalar field f over manifold M with local extrema (A: 0), (B: 1.2), (C: 4.7), (D:
6.7), (E: 5.7), and (F: 6.5). Colors encode integer intervals for values from light blue
over dark red to bright yellow. Borders between intervals—also referred to as contours
(Sec. 2.3.1)—are illustrated by solid lines whose values are denoted by attached white
discs. Bottom: PL scalar field f̂ defined on a PL manifold M of M where values at
vertices (white discs) are probed using f . Note, contours (dashed lines) of f̂ for values 1
to 6 can be linearly interpolated on the simplicies ofM (vertices, edges, and triangles).
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2.3 TOPOLOGY-BASED FEATURE CHARACTERIZATION
This section builds up to a rigorous topological feature characterization for piecewise
linear scalar fields based on contour trees [108], starting from simple function value-based
segmentation to hierarchical feature decomposition. These concepts are described in
detail since they are fundamental to the proposed methodology. Specifically, the primary
feature characterizations used in this work are sublevel, level, and superlevel sets, which
correspond to domain subsets for which function values are either smaller than, equal
to, or larger than a predefined value, respectively. Essential structures of these sets are
so-called contours, which correspond to connected components of level sets, and are the
boundaries of sublevel and superlevel sets. In brief, the proposed approach segments,
simplifies, and extracts domain subsets based on these contours and their evolution, which
are represented by a topological data structure called the contour tree [108].

An outline of the entire characterization procedure is shown in Fig. 2.6. In various
applications, important regions in scalar fields (Fig. 2.6a left) can be characterized via
level, sublevel, and superlevel sets for certain values (Sec. 2.3.1). However, these sets
are very sensitive to that value, since they might drastically change in shape and number
even for small value variations. This problem leads to the study of topological changes of
these sets while they evolve during a continuous value sweep (Sec. 2.3.2). The evolution
of contours during the sweep are represented by the contour tree [108], where edges
correspond to individual contours, and nodes indicate when contours appear, merge, split,
and disappear (Fig. 2.6a right). The sweep also partitions the domain into regions, called
segments, that correspond to branches of the contour tree (Fig. 2.6b). A key result of
this line of research [87] is that contours only change topologically at so-called critical
points (Sec. 2.3.3). This fact makes it possible to efficiently compute the contour tree
and the corresponding domain segmentation in the piecewise linear setting (Sec. 2.3.4).
In general, however, datasets may exhibit noise and numerous features, which results
in complex contour trees and inaccurate domain segmentations. To address this issue,
persistent homology [24] is used to assign a significance measure, called the persistence,
to each edge of a contour tree (Sec. 2.3.6). The persistence of an edge can then be used to
recursively collapse edges—which represent feature groups—onto more significant edges
they are attached to—which represent the parents of these feature groups (Fig. 2.6c). This
process can be used to simplify the segmentation or even the original scalar field, which
enables a robust hierarchical feature characterization (Fig. 2.6d).
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Figure 2.6: Overview of the contour tree segmentation-based feature characterization:
based on the contour tree of a scalar field (a), the proposed method derives a branch
decomposition (b), which is filtered dynamically based on persistence (c) to derive
significant sublevel, level, and superlevel sets (d).
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2.3.1 Level, Sublevel, and Superlevel Sets
In many applications, interesting features in scalar fields f : X→ R can be characterized
as domain subsets for which the assigned values are smaller, equal, or larger than a
predefined value l (also called level or isovalue), and are referred to as sublevel sets
L−f (l), level sets L f (l), and superlevel sets L+f (l), respectively (Fig. 2.7b-d). For instance,
superlevel sets correspond to highly turbulent regions in flow fields (vortices), areas in
combustion simulations above a fuel consumption rate threshold (burning regions), parts
of the universe exceeding a certain dark matter density (halos), regions of a fluid with
a minimum viscosity (viscous fingers), or city blocks exhibiting elevated crime levels
(crime hotspots). The same holds true for areas with the exact level value (level sets),
and areas below a threshold (sublevel sets). To distinguish individual features—e.g.,
to differentiate between particular crime hotspots or dark matter halos—a component
segmentation Ṡ assigns to each connected component of the sets a unique label (colored
regions of Fig. 2.7). Connected components of level sets—also called contours—are of
special interest as they represent feature boundaries, i.e., the boundaries of sublevel and
superlevel set components. Depending on which set is actually used, a segmentation is
respectively called a sublevel or superlevel set component segmentation.

Definition 38 (Level / Sublevel / Superlevel Set) For a scalar field f : X→R and a level
l ∈ R (also called isovalue), the level, sublevel, and superlevel sets are defined as

L f (l) = {x ∈ X | f (x) = l}

L−f (l) = {x ∈ X | f (x)≤ l}, and

L+f (l) = {x ∈ X | f (x)≥ l}, respectively.

Definition 39 (Contour) A contour is a connected component of a level set.

Definition 40 (Component Segmentation) A component segmentation Ṡ : X→ Z for an
enumeration (L̇0, . . . , L̇n−1) of n distinct connected components L̇i ⊆ X is defined as

Ṡ(x) =

 i, if x ∈ L̇i for some i

−1, otherwise.
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Figure 2.7: Illustrations of an example scalar field (a), a sublevel set component seg-
mentation (b), and two superlevel set component segmentations for different levels (c-d).
The segmentations show that the chosen level has a significant impact on the number and
shape of features. Note, contours for these examples correspond only to the dashed lines
without their enclosed regions. The evolutions of these contours during a level sweep are
represented by the contour tree (right), which is introduced in the rest of this section.
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Computing Component Segmentations

To derive a component segmentation on a PL manifoldM based on a scalar field f and a
level l, one can iterate over the vertices ofM in two phases. First, all vertices that are
inside a component are assigned an intermediate label, and all other vertices are labeled
as the background. This is done very efficiently by probing f at the vertex locations. The
next iteration assigns a unique label to each edge connected group of vertices that have
an intermediate label. Note, this process only labels the vertices that are contained in the
components without computing the actual boundary geometry of the components (which
is describe in the next section). However, this simple algorithms is often sufficient.

Specifically, the procedure ComputeCS( f ,M, l, n, m, V) outlined in Alg. 1 derives
either a sublevel or superlevel set component segmentation depending on whether the
mode m is set to 1 or −1, respectively. To this end, it detects components, labels them
with a unique integer starting at n, and also represents each component via a vertex
that is inserted into a separate vertex set V that holds these component representatives.
Specifically, the lines 2-4 assign to each vertex either the value −1 if they belong to
the background, or the intermediate label −2 if they are contained in some component.
Subsequently, the lines 5-9 iterate again over all vertices and search for the intermediate
label −2, which indicates an unlabeled component. For each such unlabeled component,
the subprocedure FloodFill(S, M, v, n) assigns the current label n to any vertex that
is connected to the seed vertex v through a path on the edges ofM that only includes
vertices with the labels −2 or n. This subprocedure also returns a new vertex located at
the center of mass of the labeled vertices that represents the corresponding component.
Next, this vertex is inserted into V , and n is increased by one to uniquely label the next
component. Finally, the complete domain segmentation is returned in line 10.

Algorithm 1: ComputeCS( PLSF f , PLMM, Level l, Label n, Mode m, Vertices V )
1 S ← [ ] // Initialize Component Segmentation

2 // Compute Sublevel or Superlevel Sets based on m
3 foreach vertex v ∈M do

4 S[v] ←
{
−2 if (m > 0 ∧ f (v)≤ l ) ∨ (m < 0 ∧ f (v)≥ l )
−1 otherwise

5 // Label Individual Components
6 foreach vertex v ∈M do
7 if S[v] =−2 then
8 V ← V ∪ { FloodFill( S,M, v, n ) }
9 n ← n+1

10 return S
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Triangulating Level Sets on Piecewise Linear Manifolds

There are several algorithms that derive sublevel, level, and superlevel set triangulations
of PL scalar fields defined on PL d-manifolds for d ≤ 3. A predominant example for three-
dimensional PL manifolds is the Marching Tetrahedra algorithm [22], which is a variation
of the original Marching Cubes algorithm [59] that uses tetrahedra (3-simplices) instead
of cubes to represent three-dimensional cells. Their counterparts for two-dimensional
manifolds are referred to as Meandering Triangles and Marching Squares, accordingly.
Even more recent isocontouring algorithms [17, 93, 109] are still based on the same
principle, which is summarized in the following.

The core concept of the marching tetrahedra algorithm is to independently check for
each tetrahedron if a level set passes through it by determining which vertices have smaller
or larger values than the corresponding level. This check results in 16 possible scenarios,
which can be reduced by summarizing symmetric vertex configurations to 3 representative
cases: a) no vertex value is smaller, b) one vertex value is smaller, and c) two vertex
values are smaller than a specified level (Fig. 2.8). In the first case, a tetrahedron does not
contribute any part of the level set surface. For the second and third case, a tetrahedron
is partitioned into two parts by a triangulation (blue triangles of Fig. 2.8) that separates
the smaller from the larger vertices. This procedure can be efficiently implemented via a
lookup table that returns for a vertex configuration the corresponding triangulation. Then,
to determine the actual geometry of the level set, the vertex positions of the triangulation
(white vertices of Fig. 2.8) are interpolated on the edges of the tetrahedron based on
the associated PL scalar field (colored vertices of Fig. 2.8). Finally, the collection of all
triangulations yields a piecewise linear approximation of the complete level set.
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Figure 2.8: The three distinct types of vertex configurations of the Marching Tetrahedra
algorithm for a level set with level 0.5.
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2.3.2 Merge and Contour Trees
Although sublevel, level, and superlevel sets characterize significant regions in scalar
fields, their number and geometry depend heavily on the chosen level (Fig. 2.7c-d).
To understand this dependency, it is necessary to identify levels for which individual
contours appear, disappear, merge, split, or simply vary in shape. Tracking the evolution
of contours is the fundamental principle that enables the partition of the domain into
homogeneous regions that do not change topologically for certain level intervals, and to
aggregate these regions in a topological abstraction, called the contour tree [108].

Concept

In brief, the contour tree records the evolution of contours during a monotone level
sweep. The sweep process can be thought of as a landscape where water is continuously
rising from the lowest to the highest point (Fig. 2.9a left). Thus, connected parts of the
landscape that are below, at, or above the current water level correspond to sublevel, level,
and superlevel set components, respectively. As the water level rises, the connectivity
(topology) of the components changes when the water level reaches so-called critical
points, i.e., minima, maxima, and saddles for which components appear, disappear, and
merge/split, respectively. For instance, consider the evolution of sublevel set components
in Fig. 2.9b. First, two separate components appear at the minima A and B, which then
become connected exactly when the water level passes the critical value 2. If components
merge, then the resulting component inherits the label of the oldest component—in this
case A—which is referred to as the elder rule [25] (encoded by color in Fig. 2.9b-d). The
resulting component grows until the entire landscape is under water, which occurs when
the level passes the global maximum D. The evolution of these sublevel set components—
i.e., when they appear and join—is represented by the so-called join tree (Fig. 2.9b right).
Conversely, the split tree records the evolution of superlevel set components, i.e., when
areas above the water level split and disappear (Fig. 2.9c). In this example, the complete
landscape is at first above the water level, which then sequentially splits at saddles into
islands that disappear as soon as the water level passes their corresponding maxima.
This can also be interpreted as a reverse sweep that tracks the merging of superlevel set
components. Therefore, join and split trees are also referred to as merge trees, as they
both describe the merge of components; just for opposite sweep directions. The contour
tree—which summarizes the join and split tree—can be derived similarly by observing
the connectivity of contours (Fig. 2.9d).
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Figure 2.9: The join, split, and contour tree (b-d right), as well as their respective domain
segmentations (b-d left) for an example scalar field (a). Sublevel and superlevel set
components are labeled by their corresponding minima and maxima, respectively. If
components merge or split, they pass on labels based on their lifetime, i.e., a merged
sublevel set component inherits the label of the oldest merging component, and a splitting
superlevel set component passes its label on to the component that will disappear last.
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Formal Description

Now that contour trees have been introduced conceptually, the rest of this section formally
describes the topological evolution of contours of scalar fields defined on manifolds. If a
manifold is not required to be simply connected—i.e., if it exhibits holes, voids, and so
forth—then the study of topological changes of contours translates to the more general
notion of Reeb graphs [87]. Similar to contour trees, Reeb graphs represent the evolution
of contours via edges and vertices, but they are also allowed to have cycles (loops). It has
been shown that Reeb graphs for simply connected manifolds are loop free [18], in which
case they are referred to as contour trees.

Formally, the Reeb graphR f represents the evolution of contours during a continuous
value sweep of a scalar field f defined on a manifold M. The definition of the Reeb
graph is based on an equivalence relation ∼ that assigns two points of M to the same
equivalence class iff they have the same value, and are elements of the same contour.
Imagine that these classes across all possible levels get individually contracted to a single
point, i.e., individual contours (equivalence classes) are represented via distinct points
that constitute curves along the increasing function values (Fig. 2.10). The graph that
results from this contraction is the Reeb graphR f , which is formalized via the quotient
space of M under the contour equivalence relation ∼ (Eq. 2.2). If M is simply connected,
then the Reeb graph has no cycles; in which case the graph is called a contour tree C f .
Symmetrically, the join tree C−f and the split tree C+f (collectively referred to as merge
trees) are defined in the same manner for equivalence relations based on sublevel and
superlevel set components, respectively. A common representation of these graphs are
one-dimensional simplicial complexes that triangulate their corresponding quotient space.

A split, join, or contour tree C∗f is associated with a domain segmentation φ : M→C∗f
that maps any point of M to its corresponding point in C∗f , and the tree scalar field
ψ : C∗f → R that maps any equivalence class of C∗f to the corresponding function value.
Moreover, the trees can be partitioned into groups of connected edges to derive a so-called
branch decomposition (Def. 43). Hence, a so-called merge/contour tree segmentation
S̃ = (C∗f ,φ ,ψ) completely partitions the domain into connected regions that correspond
to branches of C∗f (Fig. 2.9; Def. 44). These abstractions are essential to characterize
individual features based on level intervals, and to project the graphs onto new topo-
logical spaces, e.g., to derive a spatial embedding (Fig. 2.10), or an optimized layout
(Fig. 2.9, right).

The methodology described in this manuscript focuses on merge and contour trees.
An overview of additional theory and algorithms for Reeb graphs can be found in the
book by Edelsbrunner and Harer [25], and the habilitation thesis of Tierny [103].
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Definition 41 (Quotient Space) Let ∼ be an equivalence relation on a topological space
X with topology TX ; let Y be the set of all equivalence classes of ∼ for X; and let
φ : X→ Y be a surjective function that maps each element x ∈ X to its equivalence class
[x] ∈ Y . Then, the topological space Y for set Y and the quotient topology

TY = { y⊆ Y | φ
−1(y) ∈ TX } (2.1)

is called the quotient space, which is denoted by Y= X/∼. Hence, the quotient topology
TY is the set of subsets y⊆ Y whose preimages φ−1(y) are open sets of X.

Definition 42 (Reeb Graph; Contour, Merge, Join, and Split Tree) For a scalar field f
defined on a manifold M, let L̇ f ,x(i) denote the contour of level set L f (i) that contains the
point x ∈M, and let ∼ be an equivalence relation between two points u,v ∈M such that

u∼ v ←→ [ f (u) = f (v) ∧ u ∈ L̇ f ,v( f (v) ) ]. (2.2)

Then, the Reeb graphR f is defined as the quotient space M/∼. Symmetrically, the join
tree C−f and the split tree C+f are defined in the same manner for equivalence relations
based on sublevel and superlevel set components, respectively. Join and split trees are
also referred to as merge trees. If M is simply connected, then the Reeb graph is loop
free and is called a contour tree C f .

f (x)

Figure 2.10: Illustration of the contraction process (left to right) of a 2-manifold M with
an associated height function (left) to the corresponding contour tree (right). This process
is formalized via the quotient space M/∼ for a contour equivalence relation ∼ (Eq. 2.2).
Some example equivalence classes of ∼ are shown by dashed lines, where each class gets
contracted to a single point (white discs). The union of all contracted points constitute
the underlying space of a graph; in this case the contour tree.

Definition 43 (Branch Decomposition) A branch decomposition of a one-dimensional
simplicial complex K is an enumeration B of connected simplicial complexes of K s.t.

(i) the union of all branches
⋃
B is equal to K; and

(ii) the intersection of any two distinct branches of B is either empty or a single vertex.
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Definition 44 (Merge / Contour Tree Segmentation) A merge/contour tree segmentation
S̃ = (C∗f ,φ ,ψ) of a scalar field f defined on a simply connected PL manifoldM consists
of a merge or contour tree C∗f , the corresponding domain segmentation φ :M→C∗f that
maps any point ofM to its associated point in C∗f , and the tree scalar field ψ : C∗f → R
that assigns to any point of C∗f the corresponding value of f .

2.3.3 Critical Points
Critical points are essential for computing merge and contour trees of scalar fields. For
a smooth function, critical points are located at points for which the gradient of the
function vanishes.* However, PL scalar fields require an alternative definition since
their gradient is piecewise constant. Such an alternative definition can be inferred from
Morse theory [72], which was originally derived for a special type of smooth real-valued
functions—called Morse functions—that are required to have non-degenerate† critical
points with distinct values.

The key result of Morse theory is that the topology of sublevel sets only change in
the local neighborhood of critical points [5, 72], i.e., when a level passes a critical value
(as demonstrated with the example of Fig. 2.9). This fact is the basis for the definition
of critical points of a PL scalar field f given on a PL manifoldM. First, note that if
it is required that critical points of f must have distinct values, then critical points can
only be located at vertices of M. This follows form the fact that any point inside a
higher dimensional simplex is mapped to a constant gradient vector.‡ A vertex v ∈M
with function value l = f (v) can then be classified solely based on the topology of its
local neighborhood. Specifically, the connected components of its lower and upper link
correspond to parts of the sublevel set L−f (l− ε) and superlevel set L+f (l + ε) for some
small ε > 0, respectively. If the lower or upper link is empty, then v must be a local
minimum or maximum, respectively (Fig. 2.11a-b). Otherwise, if the upper and lower link
are both single components, then the new sublevel and superlevel set components for level
l simply grow by absorbing v without a change in connectivity, and v is therefore called a
regular point (Fig. 2.11c). Finally, if the lower link consists of multiple components, then
the new sublevel set for level l will connect them locally at v, which corresponds to a
change in topology at a saddle point (Fig. 2.11d). This applies symmetrically for multiple

*The smooth setting requires numerous additional definitions; such as charts, smooth functions, and
differentiable manifolds. As the smooth case is not in the scope of this manuscript, it suffices to say
that in this setting it is possible to compute the continuously differentiable gradient of a function, which
corresponds to a vector pointing locally to the largest increase in function value.

†Degenerate critical points are defined later in the text.
‡The special case where the gradient is the zero vector implies that all points inside a simplex have the

same value, and thus can not be critical points by definition as they are required to have distinct values.
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upper link components and superlevel sets. Additionally, if the lower or upper link has
more than two components, then v is called a degenerate multi-saddle (Fig. 2.11e). Note,
some saddles might locally connect parts of the same component, and thus not change
the connectivity of the level set (Fig. 2.11f). These degenerate saddles are called false
saddles and are treated as regular vertices during merge tree computation [18, 36, 105].
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Figure 2.11: Classification of a vertex v inside a piecewise linear Morse scalar field
based on the connectivity of its lower link (red), and upper link (blue). If the lower or
upper link is empty, then v is a minimum (a) or maximum (b), respectively. If both links
are single connected components, then v is a regular point (c). Otherwise at least one link
consists of more than one component, in which case v is a saddle (d-e). If a saddle would
locally connect only the same globally connected component, then the saddle is called a
false saddle (f). Note, this can not be determined locally.
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Definition 45 (Regular Point) A regular point of a PL scalar field is a vertex whose upper
and lower link are both non empty and simply connected.

Definition 46 (Minimum / Maximum) A minimum or maximum of a PL scalar field is a
vertex with an empty lower or upper link, respectively.

Definition 47 (Saddle Point) A k-saddle of a PL scalar field is a vertex v for which
either its lower or upper link consists of k+1 components, in which case v is called a
join or split saddle, respectively. Saddles with k > 1 are referred to as multi-saddles or
degenerate critical points.

However, to substantiate the previous classification of points—i.e., to transfer the
results of Morse theory—it is necessary to define the equivalent of a Morse function in
the PL setting. Hence, a PL scalar field is called a PL Morse scalar field iff (i) all its
critical values are distinct, and (ii) all critical points are non degenerate. These constraints
respectively ensure that sublevel set components appear, merge, and disappear only at
vertices with distinct values, and that at most two components merge for a critical value.
Obviously, such scalar fields rarely occur in practice, but it is possible to modify a PL
scalar field f given on a PL manifoldM such that it fulfills these requirements. The
first condition is satisfied if the restriction of f to the vertices ofM is injective. This
can be enforced by using simulation of simplicity (SoS) [31] to break ties between two
vertices by comparing their respective coordinates or index in an enumeration. The second
condition is violated if a saddle point is a multi-saddle, e.g., a monkey saddle which
connects three sublevel sets. In this case, the star of a multi-saddle can be re-triangulated
into multiple regular saddles via a method called multi-saddle unfolding [25]. Thus, it is
reasonable to assume that any piecewise linear scalar field can be modified to fulfill the
criteria of a piecewise linear Morse scalar field.

Definition 48 (Piecewise Linear Morse Scalar Field) A piecewise linear scalar field is
called a piecewise linear Morse scalar field iff

(i) all critical points have distinct values, and;

(ii) all critical points are non degenerate.
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2.3.4 Merge Tree Computation
This section defines an algorithm for computing the merge tree of a PL Morse scalar
field f defined on a PL manifoldM. Even modern algorithms that utilize parallelism [14,
36, 52, 69, 73, 74] are still based on the principle that the topology of sublevel sets only
changes at critical points (Sec. 2.3.3). Thus, one way of computing the join tree is to
first sort all vertices by value in ascending order, and then iterate over all vertices to
sequentially add them to groups that represent the growing sublevel set components.
These groups represent the evolution of sublevel set components during the iteration, i.e.,
they appear at minima, grow for regular vertices, and merge at saddles that connect two
before disconnected components. This can be efficiently implemented via a union-find
data structure that maintains these groups [13]. The split tree of f corresponds to the join
tree of the inverse field − f , and can therefore be computed with the same procedure.

Alg. 2 outlines a procedure that simultaneously derives a branch decomposition B
and a spatial embedding of the join tree C−f . Specifically, the algorithm initializes B as an
empty set, creates a new union-find data structure G, sorts all vertices ofM in ascending
order, and then iterates over all vertices of the resulting vertex enumeration V̄ to construct
groups and branches. The vertices with the lowest and highest scalar value of a group
G ∈ G are respectively denoted by α(G) and ω(G). At the beginning of each iteration it
is assumed that

(i) every sublevel set component of the previous iteration is represented by a unique
group of G, and vice versa; and

(ii) for each group G∈G exists exactly one branch B∈B that contains α(G) and ω(G).

Each iteration processes a vertex v ∈ V̄ based on its type, which can be determined by
the number of its lower link components C (Definitions 45–47). Specifically, if C is
empty, then v is a minimum. Thus, a new group and a new branch are created that both
contain v (line 6-8). Otherwise, C contains one or two lower link components, where each
component is a subset of exactly one (possibly even the same) sublevel set component of
the previous iteration. Based on iteration assumption (i), line 11 retrieves for each lower
link component c ∈C the unique group G ∈ G that contains c. Next, the subprocedure
GetBranch returns the unique branch B ∈ B that contains α(G) and ω(G), which must
exist due to iteration assumption (ii). Line 13 then extends this branch by v and the
edge ⟨ω(G),v⟩ that connects v to the previously inserted vertex of G. Always choosing
and extending the oldest branch is known as employing the elder rule [25]. Then, v
is also inserted into G. Finally, line 15 actually checks if C contains two components
that belong to different sublevel set components of the previous iteration. If this is the
case, it is necessary to unify their respective groups. If the two components belong to
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the same sublevel set component, then v is called a false saddle as the connectivity of
the new component does not change by absorbing v, and therefore no further action is
necessary. Since each iteration preserves the iteration assumption, the algorithm can
proceed by induction until all vertices are processed, which yields the complete branch
decomposition B. A formal proof that the resulting graph C+f =

⋃
B is indeed the join

tree can be found in the work of Carr et al. [13]. This procedure can also be used to derive
the split tree by processing the inverted scalar field, or by symmetrically tracking the
connectivity of superlevel set components and upper link components.

The branches B yield a complete merge tree segmentation S̃ = (C∗f ,φ ,ψ) (Def. 44),
where the merge tree C∗f =

⋃
B is the union of all branches, and the domain segmentation φ

and tree scalar field ψ are defined explicitly by C∗f since the tree contains all vertices of
M (Fig. 2.12). In this case, C∗f is called an augmented merge tree. A task-parallel version
of this algorithm [36] is implemented in the Topology ToolKit [104]. In the following
chapters, merge tree segmentations are used to iteratively simplify f = ψ ◦φ to make
feature identification more stable, and to implement linking and brushing between the
trees and the feature domain.

Algorithm 2: ComputeAugmentedJoinTree( PLMSF f , PLMM )
1 B ← /0 // Initialize Branch Decomposition
2 G ← NewUnionFind()
3 V̄ ← SortVertices(M, f )

4 foreach vertex v ∈ V̄ do

5 C ← GetLowerLinkComponents( v,M, f )

6 if Size(C) = 0 then
7 NewGroup( G, v )
8 B ← B ∪ {v}
9 else

10 foreach component c ∈C do
11 G← FindGroup( G, c )
12 B ← GetBranch( B, α(G) )
13 B ← B ∪ {⟨ω(G),v⟩, v}
14 G← G ∪ v

15 if Size(C) = 2 ∧ GetGroup( G, C[0] ) ̸=GetGroup( G, C[1] ) then
16 UnifyGroups( G, C )

17 return B
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The middle of Fig. 2.12 illustrates the join tree computation for the running example.
First, a blue and a red branch appear for the minima (A : 0) and (B : 1.2), respectively.
Then, the vertices with value 2 are sequentially added to the first branch where ties
in the sorting order are broken by simulation of simplicity (SoS) [31]. Thus, one of
these vertices (S0) will connect the two branches at some point during the iteration. The
concrete SoS implementation determines which vertex is actually chosen. Here, no other
vertex is added to branch B until it merges with branch A. The remainder of the algorithm
simply adds the remaining vertices and corresponding edges to the oldest branch they are
connected to, in this case A. The split tree is computed symmetrically by executing Alg. 2
with the inverted scalar field (Fig. 2.12 bottom). Hence, four distinct branches appear for
the maxima (D : 6.7), (F : 6.5), (E : 5.7), and (C : 4.7), which sequentially merge at the
saddle points (S3 : 5), (S2 : 4), and (S1 : 3). The oldest branch then absorbs the remaining
vertices in descending order, here D.

The described procedure automatically derives a spatial embedding of the merge
tree (Fig. 2.12 left). It is also possible to compute an optimized tree layout to minimize
the number of edge crossings and arrange edges based on the corresponding branch
decomposition [84] (Fig. 2.12 right). Moreover, vertices of merge trees can again be
reclassified based on the number of edges to vertices with lower value (called down arcs),
and higher value (called up arcs). Thus, vertices with no down or up arc in at least one of
the trees correspond to minima and maxima, respectively. These vertices have a special
context for a specific tree type, i.e., minima are leafs in the join tree, and maxima are leafs
in the split tree. Additionally, the global maximum and minimum are the respective roots
of join and split trees. A vertex is a regular point iff it has exactly one down and one up arc
in both trees. Vertices with more than one down or up arc in at least one of the trees are
called merge or split saddles, accordingly. This reclassification removes some degenerate
cases, such as false saddles. Next, a common post-processing step is to remove regular
points from the trees while preserving the graph connectivity in order to reduce their size.
In practice, however, edges often maintain lists of their corresponding regular points to
explicitly store the inverse map φ−1. After this procedure, the split tree still contains the
critical vertices of the join tree, and vice versa (nodes without labels in Fig. 2.12 right).
In the next step, both merge trees can be combined to yield the contour tree.
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Figure 2.12: Illustration of Alg. 2 that computes the join tree (middle) and split tree
(bottom) of a PL scalar field (top) by sequentially grouping/connecting vertices based
on their sorted values, and connectivity. Merge tree branches (colored edges) are bent to
prevent unnecessary edge crossings, and ties between vertex values in the sorting order
are resolved by also considering their spatial position. In this example, an order was
chosen that results in the least amount of edge crossings. Note, if two branches merge,
only the oldest one is continued based on the elder rule.
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2.3.5 Contour Tree Computation
Instead of explicitly computing the contour tree C f based on the function f , it is possible
to constructed C f by iteratively adding leafs and attached edges from the merge trees to
C f [13]. Specifically, each iteration processes one leaf of the split or join tree that is not
a split/join saddle in the other tree. Note, there always exists such a vertex as there are
more leafs than join/split saddles. First, C f is initialized as an empty set, and a queue
is filled with the leaf vertices of the merge trees, where a superscript denotes the actual
tree in which the vertex is a leaf. Lets assume a leaf v− from the join tree C−f is next in
the queue (the other case for a leaf v+ ∈ C+f is symmetrical). By definition, v− is not
the root of C−f nor a split/join saddle in C+f , and v− is connected to some vertex u ∈ C−f
via an up arc ⟨v−,u⟩. Then, the simplicies v−, u, and ⟨v−,u⟩ are inserted into C f while
skipping duplicate simplicies. Next, v− and ⟨v−,u⟩ are removed from C−f . At the same
time, v− in C+f is either connected to two vertices x,y ∈ C+f by a down and up arc, or v− is
connected to a single vertex z ∈ C+f (the current root of C+f ). In the first case, v−, ⟨v−,x⟩,
and ⟨v−,y⟩ are removed from C+f , but a new edge ⟨x,y⟩ is inserted in C+f to preserve the
graph connectivity. In the other case, v− and ⟨v−,z⟩ are simply removed from C+f . This
way, each iteration produces valid join and split trees with the same set of vertices, which
is the required input for the next iteration. If at the end of an iteration new leafs appear
that fulfill the aforementioned criteria, then they are added to the queue. The contour
tree is complete when all vertices have been processed. Also note that this construction
process combines the merge tree segmentations into a contour tree segmentation.§ A
proof that the constructed graph is the contour tree of f can be found in the original paper
by Carr et al.[13].

Fig. 2.13 illustrates the contour tree construction process for the running example.
Initially, all leafs of the join and split tree are inserted into the queue. In the first step, the
leaf ⟨B−⟩ and its attached edge need to be removed from the join tree, as indicated by the
superscript. Hence, the simplicies ⟨B−⟩, ⟨S0⟩, and ⟨B−,S0⟩ from C−f are inserted into C f ;
the simplicies ⟨B−⟩ and ⟨B−,S0⟩ are removed from C−f ; and the simplicies ⟨B−⟩, ⟨A,B−⟩,
and ⟨B−,S0⟩ in C+f are replaced by the edge ⟨A,S0⟩. As no new leafs appear, nothing is
added to the queue. The next leaf ⟨F+⟩ from the split tree is processed symmetrically. In
step three, only the simplicies ⟨E+⟩ and ⟨E+,S3⟩ are added to C f , as ⟨S3⟩ is already an
element of C f . This iteration also creates the new leaf ⟨S+3 ⟩ in C+f that is not a join saddle
in C−f , and is therefore added to the queue. This process continues until all vertices are
processed, which yields the complete contour tree.

§An algorithm that can merge branch decompositions is described in the work of Pascucci et al. [84].
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Figure 2.13: Iterative construction of the contour tree via graph operations on the join
and split tree. Each iteration moves a vertex (white disc) and an attached edge (dashed
line) from one merge tree to the contour tree, while updating both merge trees.
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2.3.6 Topological Simplification
As demonstrated previously, merge and contour trees are excellent tools to describe the
evolution of individual level, sublevel, and superlevel set components via edges between
critical points. In practice, however, all components are not equally important. Especially
datasets that contain noise—e.g., from numerical errors or measurement inaccuracies—
exhibit slight function value perturbations that are identified as valid critical points.
Therefore, the next step is to measure the significance of components (features) in order
to robustly rank, select, and remove them.

Branch Persistence and Critical Point Pairs

Persistent homology [24, 29] is a topological concept that robustly measures the signifi-
cance of features based on a sequence of nested sets, called a filtration. In the context of
PL scalar fields over simplicial complexes, filtrations are defined as sequences of subcom-
plexes that correspond to sublevel and superlevel sets for monotone level sweeps. The
goal of persistent homology is to measure how long individual groups exist during such
sequences. Specifically, this work focuses on the lifetime (the persistence) of individual
connected components. For instance, the level interval for which an individual superlevel
set component first appears at a maximum, until it disappears at a minimum or saddle that
connects it to an older (and therefore more persistent) component. Consider in Fig. 2.14
the maxima (F : 6.5) and (E : 5.7), and their corresponding superlevel set components for
the level interval (5,6.5]. Relatively speaking, in this interval the component containing
F with lifetime 1.5 is more significant than component E that has only a lifetime of 0.7;
this is also why the branch representing component E ends at the saddle, while branch F
continues (Sec. 2.3.4). However, the component of F is not older (less persistent) than
the component of maximum D, and so forth. This concept is symmetrically defined for
the edges of join and contour trees.

Note, the presented merge and contour tree algorithms and the resulting branch
decomposition B for a scalar field f = ψ ◦φ are already based on this concept. Thus,
each branch B ∈ B is associated to a unique critical point pair (u,v)—called a persistence
pair—that consists of the vertices u,v ∈ B at the endpoints of the branch where by
convention ψ(u) ≤ ψ(v). A common representation of these persistence pairs is a so-
called persistence diagram Pψ , i.e., a one-dimensional simplicial complex where each
persistence pair (u,v) is represented by an edge ⟨ (ψ(u),ψ(u)) , (ψ(u),ψ(v)) ⟩ and its
faces (Fig. 2.14 bottom left).



2.3.6 TOPOLOGICAL SIMPLIFICATION 51

a)

A

B

C D E F

1

3
4

2
3
4
5
6

4
5
65

A

B
S0

S1

S2
C

S3

D
E

F

0-
1-
2-
3-
4-
5-
6-
7-

b)

A

C D F

1

3
4

2
3
4
5
6

4
5
6

5

2

A

B
S0

S1

S2
C

S3

D
E

F

0-
1-
2-
3-
4-
5-
6-
7-

c)

A

D F

1

3

2
3
4
5
6

4
5
6

5

2

A

B
S0

S1

S2
C

S3

D
E

F

0-
1-
2-
3-
4-
5-
6-
7-

D

S0

B

C

S1

F

S2

E

S3

0
0-

1

1-

2

2-

3

3-

4

4-

5

5-

6

6-

D

S0

B

C

S1

F

S2

E

S3

0
0-

1

1-

2

2-

3

3-

4

4-

5

5-

6

6-

D

S0

B

C

S1

F

S2

E

S3

0
0-

1

1-

2

2-

3

3-

4

4-

5

5-

6

6-

Figure 2.14: Illustration of the topological simplification of a contour tree (a-c right), and
its corresponding domain segmentation (a-c left), based on thresholding the persistence
of branches (bottom left-right). Filtered branches that do not exceed the persistence
threshold (red dashed line) are iteratively collapsed onto preserved branches they are
connected to by setting the values inside the associated domain subsets (hatched areas) to
the corresponding saddle values.
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Removal of Critical Points

A powerful application of persistent homology is to modify an input scalar field such that
it no longer exhibits a selected set of critical points [6, 29, 30, 106]. The core concept
behind this approach is to set the values of the region associated with an extremum to the
value of its paired saddle. This process can be imagined by chopping of hills at saddles,
which removes the extremum and the associated saddle (Fig. 2.14). Persistence pairs that
correspond to branches of merge and contour trees provide an intuitive choice on which
critical points to remove since less persistent branches are attached to more persistent
branches, i.e., small hills emerge from larger hills. Thus, the branches B of a contour
tree C f that are below a persistence threshold (red dashed line in the bottom of Fig. 2.14)
can be iteratively collapsed onto more persistent branches, which results in a series of
simplified functions that lack the critical points of the filtered branches. Specifically, the
branches B between extrema and saddles that do not exceed the persistence threshold
are sorted by persistence and inserted into a queue B̄ in descending order. Each iteration
i ≥ 0 processes a branch B̄i with corresponding persistence pair (u,v), and as long as
there exists at least one branch above the persistence threshold, it is guaranteed that B̄i is
connected to a branch with higher persistence at the saddle s ∈ {u,v} located at one of
the endpoints of B̄i. Recall, the contour tree is associated with the domain segmentation
φ that maps any point of the domain to a point on the tree. Thus, it is possible to define a
new function f̂i that is identical to f̂i−1, expect that the pre-images of B̄i through φ−1 are
mapped to the constant value f̂i−1(s) of the saddle s, i.e.,

f̂i(x) =

 f̂i−1(s), if x ∈ φ−1(Bi)

f̂i−1(x), otherwise.

where f̂−1 := f . Note, this procedure handles the recursive collapsing of branches since
they are processed in descending order. This procedure creates plateaus with the constant
value of their corresponding saddles (hatched areas in Fig. 2.14). Based on the theory
described in the previous sections, these plateaus can not contain critical points, and
thus the contour tree computation will treat the plateaus as sets of regular points. Hence,
the contour tree and the scalar field have truly been simplified. Therefore, extracted
level, sublevel, and superlevel sets can now be reliably identified as valid features. To
summarize, persistence-based topological simplification is a robust tool to remove noise
and rank features. An efficient algorithm that can even remove an arbitrary selection of
critical points in any order is described in the work of Tierny et al. [106], and is available
in the Topology ToolKit [104].



2.3.6 TOPOLOGICAL SIMPLIFICATION 53



54 CHAPTER 2 — BACKGROUND AND RELATED WORK

2.4 FEATURE TRACKING
The previous sections defined for a PL scalar field a robust topology-based feature
characterization that derives and simplifies the corresponding contour tree segmentation.
This section now introduces feature tracking approaches that aim to correlate features
across a sequence of PL scalar fields, e.g., ordered samples of a time-varying scalar field.

This work focuses on feature tracking techniques that iteratively determine the rela-
tionship between features of subsequent PL scalar fields defined on the same PL manifold.
Such sequences occur frequently in practice, as numerical methods advance scalar fields in
steps, and machines record measurements in discrete time intervals. This makes tracking
a challenging task as the results depend heavily on the difference between the scalar fields
(the temporal resolution), and on the used feature characterization (the feature stability),
e.g., the more two timesteps are apart, the more uncertain is the relationship between
features. Moreover, even if features of subsequent fields are likely correlated, it is always
possible to construct a counter example of an intermediate timestep that contradicts the
assumption. Hence, every tracking method inevitably incorporates uncertainty. Therefore,
it is assumed that the fields do not vary drastically, and that all fields exhibiting significant
feature evolutions are elements of the sequence.

As introduced in earlier chapters, features are often characterized via sublevel or
superlevel sets. Tracking methods for such features can be roughly categorized into
geometrical and topological approaches [40, 70, 86, 100]. Respective prime examples are
methods based on spatial overlap [7, 12, 63, 65, 66, 92, 96, 97, 99, 114], and critical point
matching [10, 23, 27, 79, 100]. For instance, the top of Fig. 2.15 illustrates a time-varying
scalar field whose only maximum is moving from the left to the right side of the domain,
where superlevel sets are shown via distinct colors. The chosen level directly influences
the overlap-based tracking as overlaps become less likely at high levels. Algorithms
that match the corresponding critical points of the superlevel sets perform better in this
case, as all three critical points can be identified as single moving feature, independent
of the level. In general, however, no approach always performs better. Instead, one has
to evaluate the implications of the chosen strategy. Overlap-based algorithms are very
sensitive to the temporal resolution and the feature geometry, but guarantee that at least
parts of matched features resided at the same spatial location. However, if the temporal
resolution is too low, then even overlapping features might actually be distinct entities,
or features might not overlap at all. Critical point matchers are not restricted to spatial
overlap and incorporate additional assumptions to match features, but their accuracy relies
therefore heavily on the implementation of these assumptions.
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Figure 2.15: Spatial overlap-based tracking of superlevel sets (colored regions) for level
0.6 (middle) and 0.3 (bottom) of a one-dimensional time-varying scalar field (top) with
a single maximum (red disc) that moves over time from the left to the right side. Note,
the level has a significant impact on the feature correlation since the level impacts the
volume of features, i.e., the likelihood of an overlap. Thus, features might incorrectly be
identified as distinct entities (middle left). Features and their relationship over time are
represented by tracking graphs (middle right and bottom right).
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2.4.1 Tracking Graphs
No matter which tracking method is actually used, the resulting correlations are recorded
via a topological abstraction called a tracking graph T (Def. 49) [12, 92, 114], i.e., a
one-dimensional simplicial complex whose vertices correspond to individual features,
and whose edges indicate a relationship between them. Thus, T represents the temporal
evolution of features—i.e., when they appear, disappear, merge, and split—not unlike
the contour tree, which records the evolution of features across levels instead of time.
The vertices V of T are also associated with the map λ : V → N that assigns each vertex
(feature) a unique label across the entire sequence, and the map τ : V → N that records
for a vertex the index of its corresponding scalar field inside the sequence. Vertices and
edges might also store additional feature and tracking information, such as the feature
size, center of mass, bounding box, or the amount of spatial overlap. Just like vertices of
contour trees, vertices of T can be labeled as birth, death, split, merge, and regular vertices
if they have no predecessor, no successor, multiple predecessors, multiple successors, or
exactly one predecessor and successor, respectively. Furthermore, T can be decomposed
into a branch decomposition B (Def. 43), where branches represent the evolution of
individual features across multiple timesteps. Specifically, new branches emerge at birth
nodes, and merging branches pass on the label of the oldest branch. If a branch splits,
then its label is passed on to the branch with the longest lifespan, and the other branches
are assigned new labels. Alternatively, branch labels could also be inherited based on
other metrics; such as the amount of spatial overlap or the likelihood of the matching.
These metrics enable again the application of persistent homology.

A common tracking graph visualization is a 2D embedding, where one axis represents
time, and the other axis is solely used to arrange an optimized graph layout (Fig. 2.16
right). To follow the evolution of individual features, and to link the tracked features
with the graph, both can be colored based on the feature or branch label map. The width
of edges can also encode a metric such as the amount of spatial overlap or the size of
features (Fig. 2.16d).

Definition 49 (Tracking Graph) Let V be a set of vertices, and let the sequence map
τ : V → N assign to each vertex a natural number (e.g., a time index). Then, a tracking
graph T is a one-dimensional simplicial complex consisting of the vertices V , and any
edge set E s.t. ∀⟨u,v⟩ ∈ E : τ(u) = τ(v)− 1. T is also associated with the injective
feature label map λ : V → N that assigns to each vertex of T a unique label, and T can
be decomposed into branches B.
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Figure 2.16: Spatial overlap-based tracking of superlevel sets (colored regions) of a
two-dimensional time-varying scalar field (a) for three different levels (b-d). Figure b-c
use color to represent the unique labels assigned by the feature label map λ , whereas
Figure d is colored based on the branch decomposition B. In this example, branch labels
are inherited based on the largest amount of spatial overlap, which can additionally be
encoded by the width of the tracking graph edges. Coloring features and the tracking graph
based on the branch decomposition makes it easy to follow the evolution of individual
features, and provides a link between the graph and the spatial domain.
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2.4.2 Tracking via Spatial Overlap
A simple—yet effective—tracking concept is to match features whose volumes reside at
least partially at the same spatial location [7, 12, 63, 65, 66, 92, 96, 97, 99]. Samtaney
et al. [92] are among the first authors who used this method to track and visualize the
evolution of sublevel sets in computational fluid dynamics simulations. Current tracking
frameworks are still based on the same principle, such as the work of Bremer et al. [12]
who track overlapping burning cells in large-scale combustion simulations, where cells
are defined as areas exceeding a fuel consumption rate threshold, i.e., superlevel sets.
Another example is the global tracking algorithm proposed by Saikia et al. [91] that
matches regions based on the amount of spatial overlap.

In their core, these algorithms need to determine the overlap between features of
subsequent scalar fields. Using the topology-based feature characterization introduced
in Sec. 2.3.1, this requires computing on the same PL manifoldM the overlap between
two component segmentations Ṡ0 and Ṡ1 (Def. 40). Such segmentations for a PL scalar
field f , a fixed level l, an initial component label n, and a mode m can be computed
with the procedure ComputeCS( f , M, l, n, m, V) outlined in Alg. 1. This procedure
also inserts into a vertex set V for each component a representative that is located at the
component center, and the mode m determines if the procedure computes a sublevel or
superlevel set component segmentation. For example, Fig. 2.17 illustrates two compo-
nent segmentations defined on a uniform rectangular grid, where vertices are drawn as
squares containing their respective labels (the background label −1 is omitted), and the
representatives of the components (colored regions) are shown via red discs. Based on
that feature characterization, the procedure ComputeOverlap(Ṡ0, Ṡ1,M, V , E) described
in Alg. 3 simultaneously iterates over Ṡ0 and Ṡ1 to insert into a set E edges between
the representatives of overlapping components. To determine these representatives, it is
assumed that each component has a unique label in both segmentations, so that the subpro-
cedure getVertex(V , q) can return the unique vertex v ∈ V that represents the component
with label q. However, when components merge or split, then their respective centers
“jump” to new locations. To differentiate between actual component movement and these
jumps, edges of the tracking graph are either drawn as solid or dashed lines, respectively
(Fig. 2.17 right). The primary tracking procedure TrackingViaOverlap(F,M, l, m) of
Alg. 4 then executes these subroutines iteratively for a sequence of PL scalar fields F to
derive the corresponding tracking graph that consists of the resulting sets V and E .
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Algorithm 3: ComputeOverlap( CS Ṡ0, CS Ṡ1, PLMM, Vertices V , Edges E )
1 foreach vertex v ∈M do
2 if Ṡ0[v]≥ 0 ∧ Ṡ1[v]≥ 0 then
3 E ← E ∪{ ⟨ GetVertex(V, Ṡ0[v]), GetVertex(V, Ṡ1[v]) ⟩ }

4 return

Algorithm 4: TrackingViaOverlap( TVPLSF F̄ , PLMM, Level l, Mode m )
1 V ← /0 // Tracking Graph Vertices
2 E ← /0 // Tracking Graph Edges
3 n ← 0 // Component Label Counter

4 // Compute First Segmentation
5 Ṡ0← ComputeCS( F̂0,M, l, m, n, V )

6 // Compute Overlap Across Sequence
7 for i ← 1 to Size(F̄) do
8 Ṡ1← ComputeCS( F̄i,M, l, m, n, V )
9 ComputeOverlap( Ṡ0, Ṡ1, V, E )

10 Ṡ0← Ṡ1

11 return (V, E)
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Figure 2.17: Overlap-based tracking can be efficiently computed by simultaneously
iterating over two segmentations while recording concurrently present feature labels.
Individual components (colored regions) are represented via new vertices located at
their centers (red discs), which are connected by an edge (red lines) iff their respective
components overlap. Edges that share a vertex are drawn as a dashed line in order to
differentiate between feature movement and split/join events.
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Tracking Hotspots in Event Datasets

Overlap-based tracking is also used in the initial work [63, 65] that later evolved to the
more general and robust methodology presented in this manuscript [66]. Specifically, it
has been shown that evolving disease and crime hotspots can be identified as overlapping
superlevel sets of spatio-temporal kernel density estimates (KDEs) [65]. For each timestep,
a two-dimensional density estimate is sampled on vertices of a uniform rectangular grid
to derive a continuous PL scalar field approximation of an unstructured set of n points
P = {e1, . . . , en}, where each point ei = ((xi,yi), ti) ∈ P ⊂ R2×R corresponds to an
event with a spatial and temporal coordinate. Based on the underlying scenario, analysts
are able to adjust the used KDE function

KDE(x,y, t) =
1

nht h2
s

n

∑
i=1

KT

(
ti− t

ht

)
KS

(
xi− x

hs
,
yi− y

hs

)
(2.3)

by choosing appropriate spatial and temporal kernels KS and KT , as well as bandwidths
hs and ht , respectively. A common temporal kernel is a symmetric triangular function

KT (u) = (1−|u|)1{|u|<1} (2.4)

where 1 is the indicator function. This kernel incorporates the fact that the probability of a
new event at time t is in some way proportional (in this case linear) to the number of other
events that occur shortly before or after t. A common spatial kernel is the multivariate
multiplicative Epanechnikov kernel

KS(u,v) =
9

16
(1−u2)(1− v2)1{ |u|<1 ∧ |v|<1 } (2.5)

that linearly weights events based on their distance to the sample point. The impact of
events in both kernels are controlled by the spatial and temporal bandwidths, e.g., large
bandwidths smooth the resulting estimate and thus limit the discriminability between
hotspots, whereas small bandwidths make hotspot detection more unstable. Therefore,
bandwidths have to be chosen carefully based on the underlying scenario. For instance,
Lukasczyk et al. [65] chose for a foot-and-mouth disease (FMD) case study a spatial and
temporal bandwidth of ts = 10 km and th = 14 days to respectively incorporate the USDA
suggested quarantine perimeter of infected live stock, and the FMD incubation period.
Hotspots can then be identified as regions exceeding a density threshold, which can even
be further filtered by persistence (Fig. 2.18).
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Another advantage of the described tracking algorithm is that it simultaneously
computes a spatial projection of the tracking graph by positioning its vertices at the
hotspot centers (Fig. 2.19). This provides a comprehensible summary on where hotspots
appear, move, merge, split, and disappear. As mentioned earlier, solid lines represent
moving hotspots, whereas dashed lines indicate where hotspots join and merge, which
causes a noticeable discontinuity of the hotspot centers. To improve the encoding of
the temporal channel, critical events are also tagged with a timestamp, and the varying
hotspot sizes are represented by the thickness of edges.

Feb 28th Mar 5th Mar 22th Apr 23th

Figure 2.18: Density estimates of foot-and-mouth disease (FMD) outbreaks in northern
Cumbria county (UK) at four different dates during the 2001 FMD epidemic. Individual
hotspots (colored regions) are identified as areas exceeding a minimum outbreak density
threshold (outermost contour). Moreover, hotspots are consistently colored according to
a branch decomposition that is derived based on the lifetime of hotspots.

Figure 2.19: Spatial embedding of a
tracking graph that represents the evolu-
tion of foot-and-mouth disease hotspots
shown in Fig. 2.18. Edges are colored
according to the same branch decom-
position. Solid lines represent moving
hotspot centers, while dashed lines in-
dicate when hotspots merge and split.
The graph clearly shows that the largest
hotspot (blue) appeared in Longtown at
February 28th, merged with the orange
hotspot at March 8th, and then slowly
regresses until the end of April when
the epidemic got under control.
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Tracking Viscous Fingers in FPM Simulations

Follow-up work demonstrated again that the methodology of identifying features as
superlevel sets and tracking them via spatial overlap is effective in practice. For instance,
the extended approach described in Lukasczyk et al. [63] characterizes the process of
viscous fingering, which is prominent in many fields of science and engineering [20, 33];
including geology, hydrology, and chromatography. More precisely, viscous fingering
is an instability phenomenon that occurs at the interface between two fluids of distinct
viscosity—e.g., when a more viscous fluid is injected into a less viscous one—and is
characterized by the formation of distinctive finger-like structures, which are called
viscous fingers (colored regions in Fig. 2.21). Identifying and tracking these fingers helps
to understand the mixing process as their geometrical evolution describes the penetration
of the less viscous fluid.

The 2016 scientific visualization contest [42] provided an ensemble of finite pointset
method (FPM) simulations that model the mixing process of salt solutions inside a water
filled cylinder with an infinite salt supply at its top. Each FPM simulation consists of a set
of points that are advected over time and store the salt concentration value at their current
location (Fig. 2.20). As soon as the salt mixes with the water, the resulting solutions
sink down to the bottom as they have a higher density than the surrounding water. Tasks
of the contest included the detection of viscous fingers, and the visualization of their
evolution across the simulation runs. To address these tasks, the initial approach described
in Lukasczyk et al. [65] was extended to the three-dimensional setting in Lukasczyk et
al. [63]. First, a pre-processing step computes a kernel density estimate—or alternatively
an interpolation—of the points to derive a connected PL scalar field representation of
the data. Next, the method derives superlevel sets of the resulting salt concentration
scalar fields that exceed a user-specified concentration level. Removing the salt supply
(dark gray regions in Fig. 2.21) from the derived superlevel sets yields several connected
components that correspond to the individual viscous fingers (colored regions in Fig. 2.21).
Next, tracking the fingers via spatial overlap generates tracking graphs that effectively
summarize their evolution (Fig. 2.21 middle). For instance, the simulation illustrated in
Fig. 2.21 exhibits one primary finger structure (orange), form which other large fingers
emerge. The tracking graph also clearly indicates where completely separate fingers
evolve, such as the blue finger from timestep 70 to 80 (bottom right of the tracking graph).
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Figure 2.20: One timestep of a FPM simulation
of the 2016 scientific visualization contest [42] that
models the process of viscous fingering inside a wa-
ter filled cylinder with an infinite salt supply at its top.
The simulation advects roughly two million points
that store the salt concentration value at their current
location. To reduce clutter, the current frame only
shows points that exceed a salt concentration thresh-
old of 100, where concentration values are encoded
by the size and color of points. Computing a 3D ker-
nel density estimate of the points on a uniform grid
yields a continuous data representation (Fig. 2.21).
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Figure 2.21: Illustration of a FPM simulation whose points have been processed by a
kernel density estimator to provide a continuous data representation. Viscous fingers can
then be identified and tracked via spatial overlap of superlevel sets above salt concentration
level 10. As shown by the feature images (top and bottom), the branch decomposition of
the tracking graph (middle) effectively illustrates when individual viscous fingers appear
(discs), disappear (discs), merge (diamonds), and split (diamonds).
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Instead of using the y-axis of the tracking graph solely for layout purposes, it can
also encode some additional metric. For example, the y-axis of Fig. 2.22 encodes the
average z-position of a finger to illustrate how salt solutions sink down to the bottom of
the cylinder. Obviously, complex tracking graphs result in cluttered visualizations. To
cope with this problem, fingers can be filtered by various metrics; such as persistence,
size, or location. More effectively, by integrating the tracking graph and the rendering
window of the fingers in a visual analytics framework enables analysts to interactively
explore the graph, rotate the spatial rendering of the fingers, and change filter criteria as
well as the salt concentration threshold.

Limitations

The main limitation of tracking sub- and superlevel set components based on spatial
overlap is that the chosen level significantly impacts the number and shape of features,
and thus the structure of the tracking graph. Updating the level also requires recomputing
the tracking graph and rerendering the features. Moreover, tracking graphs for numerous
features might also be extremely complex and can not be visualized without clutter.
Those limitations are the primary motivations for the methodology presented in this
manuscript. Specifically, Ch. 3 introduces a novel approach to characterize and visualize
feature evolution across multiple levels in one compact representation, and Ch. 4 presents
a strategy to store feature images in a structured database to later compose 3D views
based on existing imagery instead of actually rendering features. Ch. 5 then describes
a more efficient way to compute and interact with complex tracking graphs based on a
combination of both approaches.
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Figure 2.22: Tracking graph of Fig. 2.21 where the x-axis, the y-axis, and the line
thickness encode time, average z-position of a finger, and finger volume, respectively.
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2.4.3 Topology-Based Tracking Approaches
The previous section described a commonly used tracking technique based on spatial
overlap, which is also used in the preliminary work that preceded the methodology
described in this manuscript. Although this approach works well for the presented
applications, it is not necessary true that two features are related if and only if they
share some spatial overlap, e.g., if the temporal resolution is too low, then fast moving
features might not overlap, or overlapping features might actually be distinct entities.
This section describes techniques that correlate features based on topological abstractions,
such as contour trees [12, 79, 114], persistence pairs [10, 100], Jacobi sets [23, 26, 27],
Morse-Smale complexes [11, 28, 38, 53], and higher-dimensional isosurfaces [45].

An essential limitation of explicit overlap-based tracking techniques is the necessity
to re-compute feature geometries every time parameters of the feature characterization
change—e.g., the level for a superlevel set segmentation. Moreover, it is often infeasible
to store every state of a large-scale simulation due to bandwidth and disk space constraints,
which makes it impossible to explicitly re-compute feature boundaries. This triggered
a line of research that aims to compute and store general tracking information during
the simulation to efficiently derive tracking graphs post hoc without reprocessing the
original data [12, 79, 114]. A prime example of such an approach is the so-called
meta-graph [114] that is computed at simulation runtime to record the spatial overlap
of features for discrete parameter intervals, i.e., this approach aggregates features for
adjacent parameter values into groups and tracks them together. During post hoc analysis,
meta-graphs are then used to determine the relationship between specific features by
looking up the relationship of their respective groups. Hence, the accuracy of the tracking
depends on the resolution of the parameter intervals. Sec. 5.2.1 describes an adaption of
this approach that enables the efficient post hoc computation of nested tracking graphs
based on merge tree segmentations.

Another strongly related tracking approach is the critical point matching algorithm
proposed by Oesterling et al. [79] that actually computes the time-varying merge tree in
arbitrary dimensions. Their approach is based on the fact that the structure of the merge
trees only changes when the sorting order of adjacent tree vertices changes. Based on this
fact, they determine a sequence of local updates that iteratively transform the merge trees
over time. The resulting trees are visualized by plotting a 1D landscape profile for each
timestep and connecting its peaks with lines to illustrate the evolution of all critical values
across time. However, computing time-varying merge trees in this fashion is extremely
expensive, and the resulting visualizations suffer from cluttering and occlusion, which
makes the approach currently less suited for interactive systems and large datasets.
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If features boundaries correspond to level sets for a fixed level, it is also possible
to consider time as an additional dimension and compute the Reeb graph of the higher-
dimensional feature domain [12, 45, 65, 112]. Edges of the Reeb graph then correspond to
individual features and vertices indicate when features appear, merge, split, and disappear,
i.e., in this case the Reeb graph is effectively the tracking graph. For instance, Bremer
et al. [12]—and later Weber et al. [112]—analyze and track flame fronts in combustion
simulations by computing the four-dimensional space-time Reeb graph.

In contrast to contour tree segmentations and Reeb graphs that partition the underlying
manifold based on the evolution of level sets, the Morse-Smale complex partitions the
manifold based on the gradient of a scalar field [11, 28, 38]. The central property of each
Morse-Smale complex cell is that integral lines inside a cell have the same start and end
point, which are critical points of the scalar field. Especially if feature boundaries coincide
with the gradient, a Morse-Smale segmentation effectively separates individual features,
which can subsequently be tracked by spatial overlap or other matching algorithms [53].

Recently, Soler et al. [100] proposed to compute the newly introduced lifted Wasser-
stein distance between persistence pairs to derive an optimal matching between features.
In contrast to other global matching metrics—such as the original Wasserstein metric [46]
or the Earth mover’s distance [44]—the lifted Wasserstein metric also includes geometric
properties of the spatial embedding of the persistence pairs to improve the tracking ac-
curacy, and to speed up the computation. Compared to overlap-based techniques, their
results indicate that this method is more stable for low temporal and spatial resolutions.
However, this approach aims to establish a one-to-one relationship between features, thus,
merging and splitting features have to be matched in a required post processing step.
As described later in Ch. 3, the matched features do not necessarily satisfy the nesting
property (Def. 50), which is why this method can not be trivially integrated into the
proposed methodology. Yet, extending the method to fulfill the nesting property appears
fruitful, and can be addressed in future work.
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2.5 CINEMA DATABASES
The previous sections introduced common topology-based feature characterizations, such
as contours and superlevel sets. At smaller scales, it is possible to compute, analyze,
render, track, and store these features on demand without a significant memory footprint.
For large-scale datasets and in situ environments, however, this is no longer the case, as it
is often impractical to store entire simulation states due to bandwidth and I/O constraints.
Thus, the increasing size, number, and complexity of datasets make it necessary to store
a minimal amount of information that still supports effective and flexible post hoc data
analysis and visualization.

To address this task, Ahrens et al. [2] proposed an image-based approach to store and
visualize simulation output at scale via so-called Cinema databases. These databases
contain color and depth images of simulation objects that were generated in situ based on a
predefined set of camera angles, simulation parameters, and visualization operations, e.g.,
positions of clipping planes, timesteps, color maps, and isovalues of contours (Fig. 2.23).
Each image in the database is uniquely identified by its corresponding parameter values.
These databases are several orders of magnitude smaller than the simulation data they
are derived from, and they enable the real-time exploration of large-scale simulations by
querying and compositing images from the database (Fig. 2.24). For instance, rudimentary
database viewers emulate 3D interaction with the depicted objects by snapping to the
closest available camera position for a requested viewpoint [3, 63, 82, 83, 115]. The
databases can also be browsed by performing queries [3], or by selecting images via
parallel coordinate plots [115] or tracking graphs [63].

Figure 2.23: Image-sampling of a simu-
lation object (icosahedron) using cameras
(red arrows) that are located on vertices of
a low-resolution spherical gird (red edges)
and that aim towards the object center. A
common Cinema database will then consist
of one set of color images for each scalar
field defined on the object, and one set of
depth images.
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Figure 2.24: Cinema database (top) consisting of images of contours (gray surfaces)
with different isovalues l (y-axis), and camera angles φ (x-axis). It is possible to derive
new images (bottom) by compositing depth images from the database. Here, color was
used to differentiate between contours at different levels.
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Also due to contributions in the context of this manuscript [60, 63, 64], the original
Cinema database specification has evolved to a more generic specification [90] that
supports now any kind of data product, e.g., images, derived meshes, tabular data,
persistence diagrams, merge trees, tracking graphs, and so forth. According to the current
specification, a Cinema database is a file system folder with the extension “.cdb” that
contains all data products. The associated parameters and the relative file path of each data
product is stored in a comma separated value (CSV) file named “data.csv” (Fig. 2.25).

Although the Cinema specification does not prescribe how data products have to be
stored, it is recommended to store them in a Visualization ToolKit (VTK) format [94],
such as VTKUnstructuredGrid or VTKImageData. These formats represent the topology
of a dataset by a set of points (i.e., vertices) and a set of cells (i.e, vertex groups), where
the type prescribes cell configurations. Scalars that are associated with the points or
cells are stored as so-called point or cell data, respectively. Additionally, data that is
associated with the dataset as a whole—e.g., a timestep, or bins of a histogram—are
stored as so-called field data. VTK formats are abstract enough to support almost any
kind of data product, but also precise enough to standardize products across platforms
and algorithms. For example, persistence diagrams, tracking graphs, and contours are
essentially VTKUnstructuredGrids with additional point, cell, and field data that represent
their semantic properties.

A significant limitation of Cinema databases is the fact that they are limited to the set of
data products that were stored at simulation runtime. Thus, images from view angles that
have not been sampled must be extrapolated from the database. For example, non-stored
view angles can be approximated based on existing imagery (Sec. 2.6). Furthermore, it is
possible to identify and store a limited set of view angles that will produce high quality
view approximations (Ch. 4).

.../Meshes.cdb/
data.csv
data/

A_00.vtu
A_01.vtu
B_50.vtu
B_51.vtu
B_54.vtu

Sim, Time, FILE
A, 00, data/A_00.vtu
A, 01, data/A_01.vtu
B, 50, data/B_50.vtu
B, 51, data/B_51.vtu
B, 54, data/B_54.vtu

Figure 2.25: Representation of a Cinema database consisting of the “Meshes.cdb” file
system folder (left) containing all related data products and a “data.csv” file (right) that
records the relative path of the products and their respective simulation parameter values.
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2.6 VIEW APPROXIMATION TECHNIQUES
This section introduces the principles behind view-approximation techniques that are the
basis of the proposed image databases generation approach described in Ch. 4. In general,
view-approximation techniques utilize existing imagery—mostly depth images—and
their corresponding camera calibrations to derive synthetic images at novel view angles
that minimize the visual error to the ground truth. This resulted in various Image-Based
Rendering (IBR) approaches, which are summarized in the following.

IBR methods and their integrated geometry approximation algorithms have been
extensively studied in the context of remote rendering [8, 19, 51], image-based mesh-
ing [21, 37, 77, 81, 116, 117], 3D video processing [75, 102], and many more. In remote
rendering, they significantly reduce server and bandwidth load by enabling clients to
extrapolate new views based on already transmitted images without additional requests
to the server [19]. As soon as the client camera diverges too much, the server generates
and sends new images to the client. This is especially useful if the visualizations require
computational or data intensive procedures. In 3D video processing, they allow to post
hoc create stereoscopic images based on video-plus-depth footage [102]. They are also
used to mesh objects based on multiple photographs, which enables photorealistic texture
mapping [88, 107], the digital archiving of cultural heritage [117], and the complete
reconstruction of indoor as well as outdoor environments [77, 116]. Shum and Kang [95]
point out that all these methods require either implicit [15, 16, 37, 57, 113, 117], ex-
plicit [19, 77, 80, 81], or no [54, 71] geometry information to create novel views based
on feature registration, geometry approximation, or plenoptic functions, respectively.

2.6.1 Implicit Geometry and No-Geometry based Techniques
Implicit geometry approximation algorithms interpolate between images by detecting
and tracking features—such as the optical flow [15, 57, 113] or SIFT [37]—which
creates visually appealing transitions between different views. However, the interpolated
images do not necessarily have to coincide with reality, and often exhibit ghosting and
warping artifacts [101]. IBR algorithms that use no geometry information interpret
large dense sets of images as two-dimensional slices of the four-dimensional light field
function [54, 71]. All images are used to approximate the light field which is subsequently
sampled to generate novel views. This produces high quality results as long as the light
field approximation is good enough, but this requires a huge amount of images (1k+) and
even compressed representations do not scale for non-static scenes [54].
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2.6.2 Depth Image Based Rendering Techniques
On the other side of the IBR spectrum are algorithms that explicitly derive the implied
geometry of depicted objects based on depth images. These images can be obtained from
sensors [77, 116], estimators [39, 55, 56, 58], or directly from the rendering pipeline [2].
As it is straight-forward to generate Cinema databases that contain precise depth images
of 3D rendered objects—such as isosurfaces, streamlines, and particles—the method-
ology presented in this manuscript focuses on Depth Image Based Rendering (DIBR)
techniques. This does not mean, however, that the other approaches are unsuitable for
image extrapolation from Cinema databases, which can be examined in future work.

The rest of this section provides an overview across the development of DIBR tech-
niques, which is also the basis of the approach described in Ch. 4. These methods are
based on the fact that each pixel of a depth image corresponds to a 3D point on the
depicted surface (Fig. 2.26a and b). These points can be computed by inverting the
projection that was used to generate the depth image [19, 77, 80, 81], which yields a
set of independent points in 3D space. A simple way to render the resulting locations
is to represent them as a point cloud, called splatting [78, 81, 98, 121] (Fig. 2.26b).
However, this creates gaps between points; especially when the depth image has a low
resolution. The gaps can be filled by increasing the point size (which leads to a strong
divergence from the original surface), or by increasing the point number (which requires
high-resolution depth images).

Another way to solve this problem is to bridge these gaps with linear surface approx-
imations. To this end, it is necessary to link neighboring points of the depth image by
creating a surface patch between them, i.e., to derive a triangulation based on the depth
image. As a first step, one can create two triangles between four neighboring pixels to
create a piecewise linear approximation of the surface between the points (Fig. 2.26c).
This fills all gaps, but also creates surface patches between pixels with very different depth
values. This is known in the DIBR literature as the depth discontinuity [75, 102, 120]. A
trivial solution to this problem is to use a distance threshold to discard distorted triangles
(Fig. 2.26d). Unfortunately, there exists no threshold value that will always produce
the best results as this value strongly depends on the smoothness of the depicted object.
Moreover, removing such triangles creates gaps again that must be either filled by a
variant of splatting [75], or by incorporating the implied geometry from multiple depth
images [16, 19, 77] (Fig. 2.27). The described DIBR algorithm is implemented in the
DepthImageBasedGeometryApproximation module [62] of the Topology ToolKit [104].
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(a) (b)

(c) (d)

Figure 2.26: Illustration of the forward mapping of a single 40x40 depth image (a)
for the viscous finger dataset. The resulting points can either be directly visualized by
splatting (b), or by approximating the surface between the points (c-d). Splatting (b)
creates gaps that need to be filled either by increasing the point number (i.e., the image
resolution) or the point size. The surface approximation (c) creates a continuous set of
piecewise linear patches between vertices, but a distance threshold is needed to discard
distorted triangles (d).
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Figure 2.27: Composited surface approximations of the viscous finger dataset using four
depth images with a resolution of either 402 pixels (top) or 10242 pixels (bottom). Colors
encode the depth image that generated the corresponding surface patch. Depth images
that depict the same part of a surface generate similar patches which causes z-fighting.
This is advantageous in this case as the different depth images agree on the shape of the
corresponding surface patch.
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CHAPTER 3

NESTED TRACKING GRAPHS

Common tracking graphs are a well established tool in topological analysis to visualize
the evolution of features and their properties over time, i.e., when superlevel and sublevel
set components appear, disappear, merge, and split (Sec. 2.4). However, tracking graphs
are limited to a single level threshold and the graphs may vary substantially even under
small changes to the threshold (Sec. 3.1). This chapter presents a novel topological
abstraction, called the nested tracking graph (NTG) [66], that records the evolution of
features that exhibit a nesting hierarchy; such as the nesting hierarchy of superlevel set
components for different levels (Sec. 3.2). A NTG sets multiple tracking graphs in context
to each other by simultaneously illustrating feature evolution at all hierarchy levels in
one compact visualization. The effectiveness of this approach is demonstrated on various
time-varying datasets from computational fluid dynamics and cosmology simulations
(Sec. 3.3). Based on these results, it was shown that NTGs effectively summarize feature
evolution and enable interactive exploration (Sec. 3.4).
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3.1 MOTIVATION
In various applications, features can be characterized as superlevel or sublevel set com-
ponents of scalar fields, i.e., connected subsets of the domain whose corresponding
scalars are respectively above or below a certain level threshold (Sec. 2.3). The temporal
evolution of these features can the be determined through tracking approaches, such as
techniques based on spatial overlap or merge tree segmentations (Sec. 2.4). The features
and their evolution are then recorded by a topological abstraction called a tracking graph
T (Def. 49). Each vertex of T represents an individual feature—e.g., a single superlevel
set component for a specified level at a certain timestep—and edges between vertices rep-
resent a relationship between them—e.g., if one component is a descendant of component
from an earlier timestep. A common way to visualize these tracking graphs is a planar
embedding, where one axis is used to represent time, and the other to optimize the graph
layout (Fig. 2.16 right). Thus, tracking graphs provide a comprehensible visualization of
the evolution of features, i.e., when they appear, disappear, merge, and split. However,
tracking graphs have in general the following limitations:

• tracking graphs can only represent one level, which is not always known a priori;

• to examine multiple levels one has to compare multiple tracking graphs; and

• tracking graphs may vary substantially even under small changes to the levels.

These limitations are illustrated in Fig. 2.16. Specifically, each tracking graph records
a different story based on the chosen level, and all of these stories are relevant to un-
derstand the temporal evolution of the underlying scalar field. Therefore, the approach
described in this chapter aims to derive a compact visual representation of all these
tracking graphs via a so-called nested tracking graph (NTG). NTGs utilize the fact that
superlevel and sublevel sets for different levels are nested inside each other, which yields a
hierarchy. The top of Fig. 3.1 illustrates the three tracking graphs of Fig. 2.16 via different
shades of blue, and the nesting hierarchy of the superlevel sets for each timestep via edges
between their corresponding vertices in different shades of red. Based on the nesting
hierarchy, it is possible to draw edges of the different tracking graphs inside each other,
which summarizes their story in one graph (Fig. 3.1 middle). This visualization enables
users to effectively follow the evolution of features for different levels simultaneously,
while also setting edges of different levels in context to each other. For huge amounts
of features, NTGs become extremely complex. To counteract this problem, Sec. 3.3
describes how to integrate NTGs as dynamic and interactive control devices in visual
analytic frameworks. Linked to a 3D rendering of the original data, NTGs can be used to
navigate through time and toggle the visibility of features, which enables users to perform
temporal and spatial data peeling.
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Figure 3.1: (Bottom) Superlevel set components of the time-varying scalar-field of
Fig. 2.16 for three different levels (dark to light blue). (Top) 3D illustration of a nested
tracking graph where the tracking graphs for each level are shown in shades of blue, and
the nesting trees for each timestep in shades of red. (Middle) Nested tracking graph where
edges of the tracking graphs are drawn inside each other according to the nesting trees.
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3.2 APPROACH
This section introduces a formal definition of nested tracking graphs (Sec. 3.2.1), provides
a rudimentary NTG computation algorithm based on spatial overlap tracking (Sec. 3.2.2),
and describes a visualization algorithm for NTGs (Sec. 3.2.3).

3.2.1 Formalization
Def. 50 provides a formal description of a nested tracking graph N = V ∪E , which is
basically a one-dimensional simplicial complex whose vertices V have a sequence index
τ and hierarchy index η , and whose edges E have to fulfill some criteria based on these
indicies (Eq. 3.1–3.4). Specifically, the edge set E is the union of two disjoint edge sets
ET and EN that are called the tracking graph edges and nesting tree edges, respectively.
Each vertex v ∈ V that is not at the lowest hierarchy level must have a parent vertex
η̂(v) with the same sequence index at hierarchy level η(v)−1 (Eq. 3.1), and the edge
set EN consists of all these child-parent relationships (Eq. 3.2). Note, each complete set
of edges inside EN that only connect vertices with the same sequence index constitutes
a so-called nesting tree or a forest of these trees (red edges of Fig. 3.1). Next, Eq. 3.3
ensures that tracking graph edges only connect vertices with adjacent sequence indicies
at the same hierarchy level, and all edges of ET between vertices at the same hierarchy
level constitute a complete tracking graph. Finally, Eq. 3.4 requires that if two children
are connected by an edge in ET , then their parents must also be connected by an edge in
ET . Thus, the last criterion ensures that all tracking graph edges are nested across the
hierarchy levels, and it is therefore referred to as the nesting property. Note, not every
tracking algorithm naturally satisfies the nesting property. The sections that describe the
two tracking algorithms of the proposed methodology (Sec. 3.2.2 and Sec. 5.3.1) also
provide a proof that the computed graphs are indeed NTGs. Similar to common tracking
graphs, the vertices of NTGs can be uniquely identified through a feature label map λ ,
and the edges can be decomposed into a set of branches B (Def. 43).

The described NTG definition is abstract enough to represent any kind of sequence
and hierarchy relationship between vertices. In this manuscript, NTGs are primarily used
to record the temporal evolution of superlevel sets and their nesting hierarchy across
different levels. Yet, as demonstrated in Sec. 3.3.4, they can also be used to record the
evolution of clique communities inside weighted graphs, where the nesting hierarchy is
determined trough the dimension of the cliques, and the sequence results form a filtration
of the graph based on the edge weights.
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Definition 50 (Nested Tracking Graph) Let V be a set of vertices, and let the sequence
map τ : V →N and the hierarchy map η : V →N assign to each vertex a natural number
(e.g., a time or level index). Thus, let V̂ = {v ∈ V | η(v)> 0} be the set of vertices that
are not at the lowest hierarchy level, and let the parent map η̂ : V̂ → V assign to each of
these vertices a parent s.t.

∀ v ∈ V̂ [ τ(η̂(v)) = τ(v) ∧ η(η̂(v)) = η(v)−1 ]. (3.1)

A nested tracking graph N is a one-dimensional simplicial complex consisting of the
vertices V , and any edge set E = ET ∪EN s.t.

EN = { ⟨η(v),v⟩ | v ∈ V̂ }; (3.2)

∀ ⟨u,v⟩ ∈ ET [ τ(u) = τ(v)−1 ∧ η(u) = η(v) ]; and (3.3)

∀ ⟨u,v⟩ ∈ ET [u,v ∈ V̂ ⇒ ⟨η̂(u), η̂(v)⟩ ∈ ET ]. (3.4)

N is also associated with the injective feature label map λ : V → N that assigns to each
vertex of N a unique integer label, and N can be decomposed into branches B.



80 CHAPTER 3 — NESTED TRACKING GRAPHS

3.2.2 NTG Computation Via Spatial Overlap
This section presents the rudimentary NTG computation algorithm that is described in
Lukasczyk et al. [66], and provides a proof that the computed graph is indeed a nested
tracking graph. The algorithm explicitly determines the overlap of superlevel or sublevel
sets between adjacent timesteps at the same level (to determine the tracking graphs), and
between adjacent levels at the same timestep (to determine the nesting trees).

Alg. 5 provides the pseudocode of the procedure NestedTrackingViaOverlap(F,M,
L, m) that processes for an enumeration of levels L and a mode m an enumeration of PL
scalar fields F that are defined on the same PL manifoldM. Depending on whether the
mode m is set to 1 or −1, the algorithm tracks sublevel or superlevel set components,
respectively. The levels in L must also be sorted in descending or ascending order,
accordingly. This procedure derives a set of vertics V , tracking graph edges ET , and
nesting tree edges EN , which are all initialized as empty sets. To this end, the procedure
utilizes the two subprocedures ComputeCS (Alg. 1) and ComputeOverlap (Alg. 3) to
respectively derive component segmentations, and the overlap between segmentations
of adjacent timesteps and levels. In a nutshell, the subprocedure ComputeCS( f ,M, l,
m, n, V ) derives either a sublevel or superlevel set component segmentation for a level
l ∈ L based on the mode m, assigns to each component a unique integer label starting at
n, and inserts for every component a representing vertex into the set V . The subprocedure
ComputeOverlap(S0, S1, V, E) processes two such segmentations and inserts into the set
E an edge ⟨u,v⟩ between the representatives u,v ∈V of overlapping components. This
function is used to derive the tracking graph edges by computing the overlap between
segmentations of adjacent timesteps at the same level (line 21), and the nesting tree
edges by computing the overlap between segmentations of adjacent levels at the same
time index (line 11 and 18). Specifically, the algorithm iterates over the scalar fields
and stores the segmentations of the previous and current iteration in the enumerations P
and C, respectively. To properly iterate over the scalar fields, it is necessary to initially
compute the segmentations and the corresponding nesting tree of the first timestep (line
7-11) outside the main loop (line 12-23). The last step of each iteration replaces the
enumeration P with C. Finally, the algorithm returns the sets V , ET , and EN . Note, all
edges of ET between vertices with the same level yield a complete tracking graph, and all
edges of EN between vertices with the same time index yield a nesting tree or a forest of
nesting trees. However, this rudimentary algorithm needs to recompute the components
and their overlap each time the levels are updated. A more efficient algorithm is presented
later in Sec. 5.3.1.
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Algorithm 5: NestedTrackingViaOverlap( TVPLSF F̂ , PLMM, Levels L, Mode m )
1 V ← /0 // Tracking Graph Vertices
2 ET ← /0 // Tracking Graph Edges
3 EN ← /0 // Nesting Tree Edges
4 n ← 0 // Component Label Counter
5 P ← [ ] // Previous Segmentations
6 C ← [ ] // Current Segmentations

7 // Compute Segmentations and Nesting Tree Edges of F0
8 for j ← 0 to Size(L) do
9 Pj ← ComputeCS( F0,M, L j, m, n, V )

10 if j > 0 then
11 ComputeOverlap( Pj−1, Pj, V, EN )

12 // Iterate over Sequence
13 for i ← 1 to Size(F̂) do

14 // Compute Segmentations and Nesting Tree Edges of F̂i
15 for j ← 0 to Size(L) do
16 C j ← ComputeCS( F̂i,M, L j, m, n, V )
17 if j > 0 then
18 ComputeOverlap( C j−1, C j, V, EN )

19 // Compute Tracking Graph Edges between F̂i−1 and F̂i
20 for j ← 0 to Size(L) do
21 ComputeOverlap( Pj, C j, V, ET )

22 // Replace Previous with Current Segmentations
23 P ← C

24 return (V, ET , EN)

To proof that the computed graph of Alg. 5 is indeed a nested tracking graph, it is
necessary to show that the constraints in Eq. 3.1–3.4 of Def. 50 are satisfied. Therefore,
let V , ET , and EN correspond to V , ET , and EN , respectively. From Alg. 5 follows directly
that each component of every timestep and sampled level is represented by a unique vertex
in V , and that V only consists of these representatives. To simplify notations, let v j

i ∈V
denote the vertex that uniquely represents a connected component at time index i and
level index j. Then, let the maps τ and η return for each vertex v j

i ∈V respectively the
time and level index, and let the parent map η̂ return for every vertex v j

i ∈V with j > 0
the unique vertex v j−1

i ∈ V whose corresponding component completely contains the
component of v j

i . That there exists exactly one such component is proven in Theorem 1.
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Theorem 1 (Superlevel and Sublevel Set Components have a Nesting Relationship) For
a PL scalar field f and two levels a,b ∈ R with a≤ b, each superlevel set component of
L+f (b) is the subset of exactly one superlevel set component of L+f (a), and each sublevel
set component of L−f (a) is a subset of exactly one sublevel set component of L−f (b).

Proof: Let the sets A and B denote the superlevel sets L+f (a) and L+f (b), respectively.
Since for each component Ḃ of B we know that ∀x ∈ Ḃ : a≤ b≤ f (x) it follows that

Ḃ⊆ A. (3.5)

Let Ā denote an enumeration of all connected components of A, i.e., A =
⋃

Ā. Hence,
Eq. 3.5 implies that Ḃ is at least a subset of one component of Ā. Lets assume that Ḃ is the
subset of more than one component of Ā, and let Ȧ0, Ȧ1 ∈ Ā be any two distinct components
that have a non-empty intersection with Ḃ. Now consider the points x ∈ {A0∩ Ḃ} and
y ∈ {A1∩ Ḃ}. Since x and y are elements of the same connected component Ḃ there must
exist a path P⊆ Ḃ from x to y. However, from Eq. 3.5 follows that

P⊆ Ḃ⊆ A (3.6)

which means that Ȧ0 and Ȧ1 are connected by a path in A. This contradicts the fact that
Ȧ0 and Ȧ1 are distinct connected components of A. Hence, Ḃ is a subset of exactly one
component of A. The proof for sublevel set components is symmetrical.

Using the aforementioned definitions of V , ET , EN , τ , η , and η̂ , and the fact that
Alg. 5 only adds to EN edges between vertices that have the same time index and that are
at adjacent levels (lines 11 and 18), it follows that Eq. 3.1 and 3.2 of Def. 50 hold. Eq. 3.3
holds as line 21 of Alg. 5 only adds edges to ET at the same hierarchy level for adjacent
timesteps. The nesting property (Eq. 3.4) follows form Eq. 3.5, i.e., if the components
of two vertices v j

i and v j
i+1 of V with j > 0 overlap, than also do the components of the

parent vertices η̂(v j
i ) and η̂(v j

i+1) of V that contain these components. Thus, the edges
⟨v j

i ,v
j
i+1⟩ and ⟨η̂(v j

i ), η̂(v j
i+1)⟩ are elements of ET . This completes the proof that the

graph computed by Alg. 5 is a valid nested tracking graph.
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3.2.3 Visualization
This section describes a visualization algorithm for nested tracking graphs (NTGs), and
how NTGs can be integrated in visual analytic interfaces for interactive exploration.

A Layout Algorithm for Nested Tracking Graphs

A straight forward way to visualize an NTG is to first compute individually for each
level an optimized layout of the corresponding tracking graph, then draw the lowest level,
and finally nest the remaining graphs inside each other from the lowest to the highest
level. To this end, the procedure ComputeNestedTrackingGraphLayout(N ) of Alg. 6
derives for a NTG N = (V,ET ,EN) a map p : V → R2 that assigns to each vertex v a
position in R2, where one coordinate represents time, and the other is used to minimize
the number of edge crossings. To nest edges, it is necessary to also assign a width w(v)
to each vertex v ∈ V such that w(v)≥ ∑u∈η̂−1(v)w(u), i.e., each parent is larger than all
its children. For example, the width can encode the total number of children of a parent,
or the size of the associated superlevel set component. First, the algorithm computes
individually for each level of N an optimized layout of the corresponding tracking graph
Ti = { ⟨u,v⟩ ∈ ET | η(u) = η(v) = i } ∪ { v ∈ V | η(v) = i } with the subprocedure
ComputeTrackingGraphLayout. For example, this subprocedure could represent Ti in the
graph description language DOT, and subsequently compute an optimized layout with a
graph library such as Graphviz [32]. Next, the algorithm iterates over all levels above zero
in ascending order, and updates the positions of the vertices at level l (children) based on
the vertices at the previous level l−1 (parents) via the subprocedure GetRelativePosition.

Algorithm 6: ComputeNestedTrackingGraphLayout( NTG N )
1 p ← [ ] // Vertex Positions

2 // Compute Tracking Graph Layouts
3 for i ← 0 to NumberOfLevels(N ) do
4 Ti← GetTrackingGraph( N , i )
5 ComputeTrackingGraphLayout( Ti, p )

6 // Update Vertex Positions of Nested Levels
7 for i ← 1 to NumberOfLevels(N ) do
8 Ti← GetTrackingGraph( N , i )
9 foreach vertex v ∈ Ti do

10 p[v] ← GetRelativePosition( N , p, v )

11 return p
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A child vertex v is connected via exactly one edge of EN to its parent u = η̂(v) due to
Eq. 3.1 and 3.2 of Def. 50. The new location of v depends on the number and width of all
other children of its parent η̂−1(u) (Figure 3.2). As the total width of all children does
not exceed the width of the parent, children can be drawn below each other inside the
available space of the parent, where the order depends on the optimized layout calculated
for the tracking graph T j. The remaining space of the parent can then be used to create
gaps. After the iteration, each vertex v ∈ V has a new layout coordinate p(v). To actually
render a NTG using the computed layout, every tracking graph edge ⟨u,v⟩ ∈ ET can
be drawn as a Bézier curve from p(u) to p(v), where the width is linearly interpolated
between w(u) and w(v), and edges are sorted in z-direction based on the level. Although
the color scheme used to encode the different levels can be domain specific, in general it
appears sensible to use a sequential color map.
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Figure 3.2: Illustration of the
NTG layout algorithm. First, the
algorithm computes an optimal lay-
out for each individual tracking
graph of a nested graph (blue edges
of top figure), where each vertex
has also an associated width. Then,
the algorithm positions the vertices
of the lowest layer according to
this layout, and then iterates over
the remaining levels in ascending
order, where children (red nodes
with label on the right) are posi-
tioned according to their parents
(black nodes with label on the left)
and the available space of the par-
ent (black bars). After all vertex
positions of one level have been
determined, edges of that level can
be drawn via Bézier curves that lin-
early interpolate the width of ver-
tices (dashed lines). Each level is
drawn in a different color to high-
light the nesting hierarchy.
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Integration of NTGs in Visual Analytic Interfaces

Nested tracking graphs can be integrated in visual analytic frameworks as interactive
devices that illustrate the evolution of features, and enable analysts to browse through time
and levels. Figure Fig. 3.3 shows a simple web-based tool that consists of a direct volume
rendering (DVR) window (top), and a nested tracking graph (bottom). In this example, the
NTG represents the evolution of superlevel set components for three different levels. Per
default, each level of the nested graph is shown in a different color to provide an overview
across the different levels. Clicking on an edge of the NTG highlights the corresponding
level while other levels are grayed out, which also updates the shown components in
the DVR window. The resulting highlighted graph is a common tracking graph that is
colored based on a branch decomposition. Although other levels are grayed out, they still
provide context as they indicate the nesting hierarchy with respect to the selected level.
For instance, the nested graph in Figure Fig. 3.3 shows that 1) the huge orange component
contains multiple components of higher value, 2) all components of the selected level are
contained in one single component of lower level, and 3) sometimes small components
split from this low level component. Components in the DVR and NTG window are
shown in the same color to link both views, and it is possible to highlight individual
features in both views by clicking on components in the DVR window, or by selecting
vertices, edges, or entire branches of the NTG.
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Figure 3.3: Interface of a simple web-based visual analytics framework consisting of a
DVR window (top) and the interactive nested tracking graph (bottom).
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3.3 RESULTS
This section demonstrates how nested tracking graphs can be used for ensemble compari-
son, semantic decomposition, and interactive exploration.

3.3.1 Viscous Fingering
The first case study examines the ensemble of finite pointset method (FPM) simulations of
the scientific visualization contest 2016 [42] that was already introduced in Sec. 2.4.2. To
summarize, the simulations model the mixing process of salt solutions inside a water filled
cylinder with an infinite salt supply at its top, where simulations incorporate stochastic
effects to model the aleatoric uncertainty of the mixing process. While the solutions sink
down to the bottom of the cylinder, they form characteristic structures with increased
salt concentration value, called viscous fingers (Fig. 3.3 left). Utilizing the approach
presented in Lukasczyk et al. [63], it is possible to sample the salt concentration density
on a uniform grid with 643 vertices, and subsequently compute superlevel set components
that exceed a fixed salt concentration threshold. Removing the salt supply form these
components—e.g., by clipping the domain—produces a new set of connected components
that correspond to the individual viscous fingers (Fig. 3.3 left).

The original approach presented in Lukasczyk et al. [63] computes a tracking graph for
multiple density levels (Fig. 2.21). Although each tracking graph effectively summarizes
the finger evolution at a fixed level, they are limited to said level, and there is no direct
visual link between them. Conversely, NTGs set these tracking graphs in context to each
other, i.e., they illustrate how fingers of different concentration levels are nested inside
each other, and they provide a compact visual representation of each run. In previous
approaches, users had to compare multiple separate tracking graphs per ensemble member.
Thus, computing for each run an NTG for the same set of levels enables the effective
visual comparison between ensemble members. Fig. 3.4 shows the NTGs for three
ensemble members (left to right) for the density levels 25, 30, and 35 (dark to light red),
where the width of edges encodes the size of their associated components. Obviously,
the stochastic effects of the simulation have an impact on the finger structures, yet, some
trends become apparent. For instance, until around timestep 30, small fingers emerge
from the salt supply that subsequently merge into one huge component shown in dark red.
In all runs there exists only one of these huge growing components that sometimes splits
into—or merges with—much smaller components. Furthermore, the NTGs clearly show
that the number of fingers and their nesting hierarchy are very similar across the runs.
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Figure 3.4: NTGs of three ensemble members of the viscous finger dataset (left to right)
for the density levels 25, 30, and 35 (dark to light red). Edges represent the evolution of
finger volumes, where the y-axis represents time, and the x-axis is used to minimize the
number of edge crossings. Although stochastic effects alter simulation results, the graphs
show similar trends such as the initial phase where small fingers originate from the salt
supply and then merge into larger finger structures.
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3.3.2 Jet Simulation
This dataset results from a direct, numerical, computational fluid dynamics (CFD) simu-
lation capturing the injection of a jet into a medium at rest, which causes the formation of
vortical structures due to friction. At the beginning of the simulation it can be observed
that a large vortex is formed at the tip of the jet, and that this vortex progressive decays
into smaller vortical structures as the system moves towards turbulence. Specifically, the
simulation computes velocity data on a uniform grid of resolution 128×256×128 with a
total of 600 timesteps, where the derived vorticity magnitude describes the local strength
of rotation. Thus, vortices of the vector field correspond to superlevel set components
above a vorticity magnitude threshold.

This case study demonstrates that NTGs can be used to create semantic partitions
of datasets, helping users to effectively peal through the data. For example, consider
the components for the two vorticity magnitude levels 85 and 117 shown at the top
of Fig. 3.5. A standard tracking graph that illustrates the evolution of the individual
components at level 117 primarily consists of numerous separate lines, which is therefore
heavily cluttered and does not provide context. However, the components of level 117
are contained in components of lower levels, which yields a group hierarchy that can
be illustrated via a nested graph. The bottom of Fig. 3.5 shows the NTG for these two
values, where the layer for level 85 is highlighted and the layer for level 117 is grayed
out. The colors of the graph match the ones used to show the individual components for
level 85 of top left DVR window. At timestep 302 there exist two major components,
i.e., the main jet (red) and the top ring (orange). These components contain the smaller
components with higher vorticity magnitude and thus provide context by partitioning
them into groups. The graph shows that the ring—and thus its subcomponents—split
from the main jet at timestep 295; an information that is not conveyed by conventional
tracking graphs. Furthermore, if users want to examine the components within the ring,
they can click on its corresponding edge to highlight the history of its subcomponents
and filter out others. Thus, the nested tracking graph can be used to organize multiple
tracking graphs and their respective components.
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Figure 3.5: (Top) Individual components of the jet dataset at timestep 302 for vorticity
magnitude level 85 (left) and 117 (right). (Bottom) NTG with focus on layer 85, i.e.,
layer 117 is grayed out and the edge colors of layer 85 match the components of the left
DVR window. The graph indicates that the top component (orange) splits from the main
component (red) at timestep 295, and contains another huge component.
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3.3.3 Dark Matter Halos
In this case study, NTGs are used to visualize the evolution of dark matter halos in a
large-scale cosmology simulation of the Lyman α forest [67]. The simulation is based on
the Nyx [4] code, covers a cubic domain consisting of 2563 vertices with an edge length
of approximately 93 million light years, and contains 850 timesteps that span the interval
from redshift z = 159 (approximately 10 million years after the Big Bang) to redshift
z = 0 (today, approximately 13.5 billion years later). It uses hydrodynamics to evolve
Baryon density and treats dark matter as collisionless particles evolved via a particle-mesh
method. Next, halos—i.e., gravitationally collapsed regions of locally higher density—are
identified as superlevel sets exceeding a density threshold, and correspond to clumps of
matter hosting galaxies and groups of galaxies.

This dataset is challenging due to the vast number of features and their complex
evolution; especially at the beginning of the simulation where halos start to form and then
progressively cluster together. The evolution of galaxy filaments, halos, and sub-halos
can be illustrated by an NTG with density levels 2.633× 1012, 1× 1012, and 5× 1011,
respectively. The largest level was suggested by domain scientists, and the other levels
are chosen heuristically based on the indicated structures of the cosmic web that are
visible in the volume rendered images of the halo dataset. Specifically, the middle of
Fig. 3.6 illustrates the nesting relationship of sub-halos (red), halos (dark blue), and galaxy
filaments (light blue). This hierarchy can be well represented with nested tracking graphs
(top and bottom). However, it is not possible to interactively render the entire graph due
to the large number of edges. Therefore, the graph can be interactively explored in a
level-of-detail approach by filtering halos below a certain size, collapsing intermediate
timesteps, and focusing on individual feature groups. The top and bottom of Fig. 3.6 show
the NTG for the same galaxy filament during the early and late stages of the simulation,
respectively. The first graph shows an important phase of the simulation in which a
large number of new halos are born within the same filament, that are then attracted to
each other and merge. Note the vast number of small isolated halos (thin red lines) at
timestep 300 that merge into two large clusters (thick red lines) until timestep 350. Later,
the simulation converges to a state where most halos are clustered together. A feature
in the filament that is preserved during the entire simulation run is a single huge halo
(thick dark blue edge) that contains the most and largest sub-halos (red). In contrast to
single tracking graphs, the nested representation shows the evolution of galaxy filaments,
contained halos, and how they cluster together simultaneously.
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Figure 3.6: NTGs for one galaxy filament of the halo dataset during an early (top)
and a late (bottom) stage of the simulation that illustrate the evolution of superlevel set
components for density levels 2.633×1012, 1×1012, and 5×1011, which correspond to
galaxy filaments (light blue), halos (dark blue), and sub-halos (red). The middle shows a
DVR image of timestep 850, where the transfer function matches the colors of the NTG.
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3.3.4 Clique Communities
This last case study demonstrates that NTGs can also be used to illustrate the evolution
of other features that exhibit a nesting hierarchy. Recently, Rieck et al. [89] proposed a
novel method to analyze complex networks based on the persistence of so called clique
communities, which correspond to nested densely interconnected subgraphs. Formally,
the method processes a network that is represented as a one-dimensional simplicial
complex Kw whose edges are associated with a weight value w. A k-clique is then a
completely interconnected subgraph of K consisting of k vertices; and two k-clicks are
called adjacent iff they share a k−1 face. A k-clique community C ⊆ K is a maximal set
of k-cliques that can be decomposed into a sequence such that every consecutive pair is
adjacent, where k is called the community degree. Thus, 2-clique communities consist
of edge connected components, 3-click communities are triangles that are connected
by edges, and so forth. These groups decompose the entire graph, with the additional
advantage that simplicies can be part of multiple communities. Therefore, the relevance of
simplicies can be measured by the number and degrees of the communities they participate
in. Note, this yields a nesting hierarchy as by definition every k-clique community is
a subset of exactly one k−1-clique community, e.g., a 3-clique community is also an
edge connected component and so forth. Moreover, defining a filtration of Kw based
on thresholding w yields a sequence of growing graphs K̄w. Thus, the evolution of
communities in K̄w for multiple degrees can be described by a nested tracking graph.

Fig. 3.7 illustrates the well-known co-occurrence network between characters in Victor
Hugo’s novel “Les Misérables”. To derive a filtration from significant to insignificant
connections between characters, it is first necessary to invert the edge weights. Thus,
characters that frequently interact with each other are connected by an edge with a small
weight. The network only consists of 77 vertices and 254 edges, but contains numerous
cliques up to k = 10. The edges of the NTG (top) comprehensibly illustrate the evolution
of k-clique communities during the filtration, where the x-axis and colors correspond
to the weight threshold and community degrees, respectively. For small edge weight
values, the network consists of a single small 2-clique community. By increasing the
weight threshold, new 2-clique communities start to appear and merge. At the same
time, colors turn into brighter shades, thereby revealing that the connections between
vertices become stronger. In contrast to a standard connectivity analysis, the use of clique
communities reveals the presence of various communities. In this case, although all
characters participate in the same story, there exists numerous subplots involving different
characters.
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Figure 3.7: Illustrations of the evolution of clique communities in the “Les Misérables”
co-occurrence network. The images in the center render the network with a force-directed
layout, where the left image colors simplicies based on the largest community degree
they participate in, and the right image uses colors to distinguish between individual
communities for edge weight threshold 29 and degree 4. The NTGs comprehensibly
illustrate when and which clique communities merge while increasing the edge weight
threshold (left to right), as well as how communities for different degrees are nested inside
each other (layers). Note, communities are allowed to share simplicies as individuals
interact with various groups of distinct interconnectivity. Users can explore the dataset by
interacting with the NTG. For example, the bottom NTG highlights individual 4-clique
communities for threshold 29 that are also displayed in the right force-directed layout.
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Integrating the graph visualizations into a visual analytic interface enables users to
explore different edge weights and community degrees. Intuitively, varying the edge
weight threshold helps to extract the “core” of a community, while changing the degree
permits analyzing the same social circle according to different granularity levels by
revealing the sub-communities it consists of. For instance, analyzing the network for
the largest edge weight results in a clear community structure for k = 4 (Fig. 3.7 center
right, and bottom). By leaving k fixed and moving “horizontally” in the nested graph, it is
possible to track the evolution of a selected community. E.g., by moving from threshold
32 to 29, the big dark blue community at threshold 32 actually consists of three different
sub-communities (blue, light orange, and light red). Moreover, the six communities that
exist for threshold 28 turn out to be highly relevant for the structure of this network,
as each of them corresponds to a significant group of characters: the members of the
revolutionary association called Les Amis de l’ABC (dark blue), the circle of friends of
the young Fantine (light blue), the members of the Patron-Minette crime gang (orange),
the social circle of Bishop Myriel (green), the participants at Champmathieu’s trial (red),
and the family of Marius (light red). In conclusion, NTGs comprehensibly illustrate the
evolution of communities for varying edge weight thresholds and degrees simultaneously,
and can be used as interactive steering devices for visual analysis.

3.4 DISCUSSION
This chapter presented nested tracking graphs (NTGs): a novel topological abstraction
that records and visualizes the evolution of features that exhibit a nesting hierarchy, e.g.,
sublevel and superlevel set components for multiple levels. Thus, NTGs set multiple
tracking graphs in context to each other, and provide a compact visualization that enables
users to follow the evolution of features and their properties for different levels simultane-
ously. It was demonstrated that NTGs can be used in various applications as an effective
tool for interactive data exploration and analysis.

The initial NTG visualization algorithm presented in Sec. 3.2.3 computes smooth
and steamlined layouts, but they still contain numerous edge crossings. For example,
the red lines of Figure Fig. 3.6 between timestep 835 and 840 cross even though their
corresponding components do not merge. These “false” crossings—which could be
misinterpreted as merge or split events—can only occur between timesteps and never
at an exact timestep. Hence, edge crossings between timesteps are only layout based
and do not have any semantic interpretation. Some edge crossings are unavoidable, but
many of them result from the individual layout computation of the levels. To reduce the
number of edge crossings it is necessary to consider the graph structures of other levels
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while computing the final layout. Based on this idea, Köpp et al. [48] recently proposed
an improved NTG layout algorithm that uses a custom optimization procedure based on
simulated annealing [47]. To improve the layout further, in the future edges could be
arranged according to the spatial position of their associated features. To cope with a
large number of timesteps and components it also seems possible to apply edge bundling
techniques that summarize time intervals and branches of the graphs. Edges and nodes of
the graph could also be linked to other visualizations such as persistence diagrams and
histograms to provide additional information about the components.

Another limitation is the maximum number of visible levels, which depends on the
dataset, the amount of cluttering of the resulting graphs, and on whether the graphs are
shown statically or in an interactive interface. Based on the presented experiments, static
drawings of nested graphs should not show more than three levels at once. An interactive
interface can use zooming and focus-and-context techniques to compensate for cluttering,
making it practical to show up to 8 levels in a nested graph. However, using only two
levels is already a significant improvement over previous visualization techniques as the
nested tracking graph shows the tracking graphs for both levels simultaneously and sets
them in context to each other.

The prime application of NTGs is to characterize the evolution of sublevel and
superlevel set components for multiple levels. Obviously, the choice of these levels
has a significant impact on the resulting visualization, and updating the levels requires
recomputing the tracking information across all timesteps and levels. The approach
presented in Ch. 5 improves on these limitations by determining significant levels based
on the merge tree structure of the underlying scalar field, and by utilizing an intermediate
data structure that enables the fast computation of NTGs. As demonstrated in Sec. 3.3.4,
NTGs can be applied in various other fields as well. In general, they are suited to
visualize any time-varying hierarchies; such as the ones present in hierarchical clustering,
hierarchical diffusion, and threshold based methods.
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CHAPTER 4

VOIDGA:
A VIEW-APPROXIMATION ORIENTED IMAGE

DATABASE GENERATION APPROACH

This chapter presents a novel view-approximation oriented image database generation
approach (VOIDGA) that enables the adequate generation of arbitrary view angles [64].
The approach utilizes Depth Image Based Rendering (DIBR) techniques to derive novel
views based on a set of depth images (Sec. 2.6). In contrast to approaches that store
a huge amount of images to cover a wide range of possible view directions (Sec. 4.1),
VOIDGA identifies and stores a reduced set of images that enables the approximation of
any view angle with an acceptable visual error (Sec. 4.2). This further reduces the size of
image databases and the number of images that need to be processed by DIBR algorithms.
VOIDGA is demonstrated on several challenging real-world examples (Sec. 4.3), and
the resulting view approximation quality is examined qualitatively and quantitatively via
two image-based similarity metrics (Sec. 4.4).
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4.1 MOTIVATION
The increasing size and complexity of datasets make it necessary to reduce the amount of
stored information while still supporting effective data exploration through interactive
visual interfaces. Especially in the case of large-scale simulations, it is often impossible
to store entire simulation states for post hoc analysis due to bandwidth and I/O con-
straints. To address this issue, Ahrens et al. [2] proposed the ParaView Cinema concept
as an image-based approach for the post hoc exploration of simulation output (Sec. 2.5).
In their approach, an image database is created in situ consisting of color and depth
images of simulation elements taken from various camera positions. Such databases
are several orders of magnitude smaller than the simulation data they are derived from,
and they enable the real-time exploration of extreme scale simulations by querying and
compositing images from the database. Rudimentary image database viewers facilitate
basic camera movement by simply snapping to the closest available camera position for a
requested viewpoint [3, 63, 82]. As a principled limitation, these viewers cannot visualize
viewpoints that had not been foreseen and specified during database generation. However,
depth image based rendering (DIBR) algorithms (Sec. 2.6) enable the approximation of
novel views based on existing database elements, which supports unconstrained camera
interaction for visual exploration. In turn, such algorithms introduce approximation errors
that depend on the quality of the used DIBR technique and the input depth images. It is
also not clear which and how many images are needed to adequately approximate a wide
range of novel views.

The proposed approach addresses these issues by taking the first step towards lever-
aging the information stored in an image database to its full potential. Specifically,
this chapter describes a novel view-approximation oriented image database generation
approach (VOIDGA) that determines a minimal set of input depth images that enable
the approximation of new views within a certain error bound. The core concept of
VOIDGA is to identify and store images that significantly contribute to the overall
view-approximation quality, while at the same time discarding images that can already
be adequately approximated. This yields much smaller image databases than the ones
produced by current state-of-the-art implementations which uniformly sample images on
a spherical grid. This also results in a reduced set of images that need to be processed by
DIBR algorithms while still guaranteeing a minimum approximation quality.
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4.2 APPROACH
Alg. 7 outlines the novel view approximation-oriented image database generation ap-
proach (VOIDGA) that utilizes depth image based rendering (DIBR) methods (Sec. 2.6)
and image similarity metrics (Sec. 4.2.1) to identify a reduced set of depth images D̂
that enable the adequate geometry approximation of the depicted simplicial complex K.
VOIDGA is essentially a Greedy algorithm that iteratively refines a sampling grid G and
then only stores images that significantly contribute to the overall post hoc approximation
quality. To this end, VOIDGA consists of three phases: the database backbone generation
(Sec. 4.2.2; lines 1-2), the database refinement (Sec. 4.2.3; lines 3-17)), and the database
downsampling (Sec. 4.2.4; line 14). To run VOIDGA completely automatically, it is
necessary to specify the maximum number depth images N, the initial (and thus maxi-
mum) image resolution R, and the error thresholds of the used image similarity metrics
E. In the following, VOIDGA is demonstrated with the DIBR techniques described in
Sec. 2.6—which features splatting (Fig. 2.26, top right) and depth image triangulation
(Fig. 2.26, bottom)—as well as the Multi-Scale Structural Similarity Metric and Average
Depth Difference. However, it would also be possible to use any DIBR method or image
metric due to the modular design of VOIDGA.

Algorithm 7: VOIDGA( Grid G, Simplicial Complex K, Thresholds (N, R, E) )

1 // Backbone Generation
2 D̂ ← RenderGroundTruth( K, G, R )

3 // Refinement
4 do
5 // Get Candidates
6 G ← RefineGrid( G )
7 D ← RenderGroundTruth( K, G, R )
8 TuneApproximationRenderer( D̂, D, G, R )

9 while |D|> 0 do

10 D̂′← RenderApproximation( D̂, G, R )
11 (D, Ê)← GetWorstApproximatedGroundTruthImage( D̂′, D )

12 // If error or size threshold reached return downsampled images
13 if Ê < E ∨ |D̂|> N then
14 return ReduceImageResolutions( D̂, EM, EA )

15 // Update depth image sets
16 D ← D \ {D}
17 D̂ ← D̂ ∪ {D}
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4.2.1 Image Similarity Metrics
To assess the significance of individual images during database generation, VOIDGA
compares the current view approximations against ground truth renderings via some image
similarity metrics. Suitable metrics that are used by default are the Multi-Scale Structural
Similarity Metric (MS-SSIM) [111] that estimates the perceived image similarity, and
the Depth Difference (DD) [49] that measures the actual shape distortion.

The DD tries to capture the volumetric difference between two objects by comparing
multiple depth images of the objects in pairs, where the images of each pair are generated
with the same camera calibration, i.e., location, up-vector, direction vector, near-far plane,
and so forth. Similar to Cinema databases, these pairs are generated on vertices of a
grid that encapsulates the datasets and aim towards the object center (Fig. 2.23). The
difference between two depth images is then measured by the so-called Average Depth
Difference (ADD) that is the sum of the actual depth value difference per pixel. Hence,
it is assumed that the depth images have the same size, and that their values are in the
range [0,1]. The DD is then given as the average of all computed ADDs, where a value
of 0 implies that the depicted objects are identical, and larger values are proportional to
shape variations.

The MS-SSIM is modeled after the assumption that the human visual system is highly
adapted for extracting structural information from 3D projections. Thus, a measure of the
structural similarity between images can provide a good estimate of the perceived image
quality [110, 111]. In contrast to the original SSIM [110], the MS-SSIM iteratively
downsamples the input images to determine the luminance and contrast variations for
varying resolutions. This allows to evaluate the structural similarity between images
more independently from the actual image sizes. Similar to the ADD metric, VOIDGA
computes the MS-SSIM for multiple camera positions and builds the average to evaluate
the structural similarity across the entire approximation. However, the ADD computes an
error value from 0 (identical) to 1 (complete opposite), whereas the MS-SSIM computes
a score from 0 (not similar) to 1 (identical).

4.2.2 Database Backbone Generation
The first stage of VOIDGA normalizes the dataset geometry according to the dimensions
of the unit-cube with center at the origin, and then select a sampling grid structure. A com-
mon way to generate Cinema databases is to uniformly sample along a latitude-longitude
parameterized sphere that encapsulates the dataset, where the cameras are positioned at
the grid vertices and aim towards the center (Fig. 2.23). For image database viewers that
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simply snap to the next available image, this creates intuitive transitions as it seems like
the camera rotates along the lat-lon axes. However, this grid causes an oversampling at
the poles, and an undersampling at the equator (Fig. 4.1 left). Since DIBR methods are
not restricted to the actual image locations, it makes more sense to use an icosahedron as
a sampling primitive. In contrast to a lat-lon grid, each icosahedron refinement uniformly
creates new sampling positions that equally cover possible view angles (Fig. 4.1 right).
As these positions are eventually ADDed to the database, VOIDGA effectively improves
the approximation quality in each step.

To generate the database backbone (a small set of images that are the basis for the
view approximation), VOIDGA samples images on the 12 vertices of the unrefined
icosahedron (intersection of red lines in Fig. 4.1 right). Then, a depth image with the
initial resolution is generated for each vertex of the grid using an orthographic camera,
where the camera width and height are set to the icosahedron diameter. Thus, each image
encapsulates the complete dataset, and the 12 locations already provide a good view
angle coverage. It is also possible to ADD model-specific view angles—such as interior
locations—to the backbone if such important angles are known a priori. The next phase
uses the resulting images as a basis for the view approximation.

Figure 4.1: Sampling grids for the Cin-
ema database generation: a latitude-
longitude parameterized sphere (left), and
a refined icosahedron (right). The first
subdivision is shown in red, and the sec-
ond subdivision in gray. The icosahedron
vertices are uniformly spread, while the
latitude-longitude grid oversamples poles,
and undersamples the equator.

4.2.3 Database Refinement
In this phase, VOIDGA iteratively refines the sampling grid G (line 6) and only ADDs
images to the database that significantly contribute to the global approximation quality.
Hence, it is necessary to derive two depth images per sampling location: the depth images
D of the ground truth geometry K (line 7), and the depth images D̂′ of the current view
approximation using all available images in the database D̂ (line 10). Instead of storing
all new depth images D immediately in the database, VOIDGA iteratively determines
the worst approximated ground depth image and ADDs it to the database. Note, the
approximated depth images D̂′ depend on the used DIBR algorithm (e.g., triangulation



102 CHAPTER 4 — VOIDGA

or splatting) and its respective parameters (e.g., the distance threshold and point size).
To automatically determine suitable DIBR parameters, VOIDGA iteratively tunes the
DIBR parameters until it finds a local approximation error minimum (line 8). To this
end, each iteration compares the ground truth images to the current view approximation
results by computing the ADD and the MS-SSIM for each resulting pair. As soon as the
error increases, the automatic tuning is stopped, and the current error and DIBR settings
are communicated to the user. Although VOIDGA can run fully automatically, this gives
users the option to directly compare the current approximation against the ground truth
every time the grid is refined; either by directly contrasting the pairs, or by free camera
movement as long as the ground truth can be rendered at interactive framerates. Moreover,
users can adjust the database constraints and the error thresholds, which is especially
useful if proper initial settings are unknown.

After the automatic tuning, VOIDGA renders the approximated depth images D̂′

at the new sampling locations (line 10), and then selects the ground truth image D
that currently exhibits the largest approximation error Ê. If the current worst-case
approximation error Ê is below the threshold E, or if the database size exceeds the image
limit N, then VOIDGA advances to the final stage. Otherwise, D is removed from the list
of candidates D and is ADDed to the database D̂. This process then repeats until either
the thresholds are satisfied, or all candidate are ADDed. In the latter case, the sampling
grid is refined once more and the process repeats.

4.2.4 Database Downsampling
Finally, VOIDGA communicates to the user the impact of the image resolutions on
the overall approximation quality and the used disk space. Obviously, a lower image
resolution results in worse approximations, but the benefit of a significant disk space
gain might be worth a slightly worse approximation quality. Note, for this stage it is not
necessary to actually recompute the depth images D and D̂, instead they can be directly
downsampled from the high-res images.

Overall, this approach reduces the number of stored images, while asserting a minimal
approximation quality at the missing sampling locations. In the experiments presented
in Sec. 4.3, sequentially executing this process took roughly one minute. Note, however,
deriving new depth images and their scores is embarrassingly parallel, and therefore
VOIDGA is much more efficient in practice.
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4.3 RESULTS
In the following, the effectiveness of VOIDGA is demonstrated and evaluated on several
real-world examples of varying complexity; including smooth surfaces (Sections 4.3.2
and 4.3.3), jagged surfaces (Sec. 4.3.4), and sparse line geometry (Sec. 4.3.5).

4.3.1 Error Plots
To evaluate the approximation quality of the following experiments, the resulting error
is examined qualitatively and quantitatively based on the two image similarity metrics
that have already been introduced in Sec. 4.2.1, i.e., the Multi-Scale Structural Similarity
Metric (MS-SSIM) and the Average Depth Difference (ADD). Specifically, for a given
image database that was either generated by uniform samples (U) or via VOIDGA (V),
a total number of 1,000 random view directions are derived on the surface of the unit
sphere, which are then used to generate ground truth renderings and approximated views.
Subsequently, the resulting images are compared with the image similarity metrics, which
yields a histogram for each database and its parameters. Figures 4.2 and 4.3 depicts
the results for a variety of databases, which are first grouped metric (individual figures),
then by dataset (rows), and then by approximation method (columns). Each of these
database groups are further subdivided by the used image resolution (left to right), and
the sampling method (colors).

The individual plots are discussed in their respective dataset section. Note, however,
that the databases generated by VOIDGA are always biased towards the approximation
method and error metric that was used during database generation, i.e, towards trian-
gulation and MS-SSIM for the viscous finger and ground water dataset, and towards
splatting and ADD for the jet dataset. Moreover, VOIDGA can obviously not outperform
the maximum refinement as it only collects a subset of these images. Yet, VOIDGA
performs in all case studies almost as good as the maximum refinement, although it uses
only around halve as much images.
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Figure 4.2: Approximation errors of the resulting image databases measured via the
Multi-Scale Structural Similarity Metric (MS-SSIM), and the Average Depth Difference
(ADD; Figure 4.3) for 1,000 random viewing positions on the unit-sphere. For each
metric, the error is computed for the splatted (cool colors, left column) and the triangulated
approximation (warm colors, right column) grouped first by dataset (rows), then by
image resolution (x-axis), and finally by the selection method of database elements
(individual bars). Legends indicate how many images were used as the basis for the view
approximation. The violin plots illustrate for each case the histogram of errors over the
random positions. This figure shows the MS-SSIM metric (higher values are better; 1.0
denoting identical images). It can be observed that for an increase in image and sampling
resolution the approximations converge to the ground truth, where VOIDGA databases
are biased towards the approximation method and the error metric that was used during
the optimization process, i.e., towards triangulation and MS-SSIM for the viscous finger
and ground water dataset, and towards splatting and ADD for the jet dataset.
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Figure 4.3: ADD metric in logarithmic scale (lower is better, 0.0 denoting perfect
reproduction). Again, VOIDGA is biased towards the used approximation method and
error metric during the optimization process, and therefore performs close to the maximal
sampling in these categories. As VOIDGA selects images in a Greedy approach, the
algorithm might select more images than strictly necessary, but can be employed in
situ without prior knowledge of the values underlying these diagrams. Moreover, some
specific view angles might not have a huge impact on the total approximation quality—
e.g., cameras that look into a cavity of the ground water dataset—but are still ADDed to
the database by VOIDGA. Except for the streamline dataset, the top-heavy histograms
for both metrics indicate that the distribution is skewed strongly towards higher similarity
with only few outliers. It becomes apparent that even without employing VOIDGA,
databases consisting of only 42 depth images with a resolution of 2562 pixels yield
adequate results.
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4.3.2 Viscous Fingering
The first case study demonstrates VOIDGA in an ideal application scenario: datasets
that exhibit large smooth surface areas. Specifically, VOIDGA was used to generate
a minimal image database for the viscous finger simulation ensemble that was already
introduced in Sections 2.4.2 and 3.3.1. Utilizing again the approach of Lukasczyk
et al. [63], viscous fingers can be identified as superlevel set components of the salt
concentration density estimates. Fig. 4.4 shows the ground truth isosurface geometry
and the view approximations, where the viscous fingers and the salt supply are colored
bright orange and dark gray, respectively. Quantitative results for this dataset are shown
in the left column of Figures 4.2 and 4.3. For smooth surfaces as the ones found in this
case study, triangulation outperforms the splatting technique. Not only does it exhibit
a lower approximation error, but also achieves a higher frame rate. Splatting causes a
warp of the original surface—i.e., creates an artificial width of the surfaces based on the
point size—which causes the generated views to score lower on the image metrics. As
shown in Figures 4.2 and 4.3, VOIDGA uses fewer images (23) than the complete second
icosahedron refinement (42), yet achieves similar error scores. Images that depict the top
of the salt supply are discarded by VOIDGA as the smooth surface of the supply can
already be approximated by the database backbone. The ADDitional images correspond
to view angles that were approximated badly before, but do not have a significant impact
on the overall approximation quality.

Splatting Ground Truth Triangulation

Figure 4.4: Comparison between the generated views (left and right) and the ground
truth (middle) for a random time step of the viscous finger dataset, where fingers are
shown in orange, and the salt supply in gray. The views are approximated using only 23
depth images with a resolution of 2562 pixels that were chosen by VOIDGA.
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4.3.3 Asteroid Ocean Impacts
A second dataset exhibiting large and relatively smooth contours is part of a threat
assessment study of asteroid ocean impacts [85] that was made publicly available for the
2018 scientific visualization contest [43]. The dataset consists of several extreme scale
simulations that model different impact scenarios for varying impact angles, asteroid
sizes, and heights of potential airbursts. Fig. 4.5 depicts contours for the temperature
and water density field for impact scenario yA31, i.e., no airburst event, an asteroid
diameter of 250 meters, and an entry angle of 45 degrees. Specifically, the temperature
and water density contours for level 0.2 eV and 0.002 g/cm3 are shown in orange and
blue, respectively. The contours consist of roughly three million triangles that use up
around 110 MB uncompressed space, while the generated view was derived by only 12
depth images with a resolution of 5122 pixels for each contour, i.e., 24 depth images with
an uncompressed total size of 24 MB. The images were chosen using VOIDGA to ensure
approximation error bounds of 0.001 ADD and 0.97 MS-SSIM for the current view.
Large surfaces are accurately approximated, while the base of the water vapor exhibits
some approximation errors. Triangulations do not create adequate surface patches of
small features due to the low pixel density of the used depth images. Splatting, on the
other hand, renders points at the location of small features as long as they are depicted by
a depth image pixel. However, the splatted surface contains gaps that need to be filled by
increasing the point sizes, which in turn causes an artificial surface warp.

Splatting Ground Truth Triangulation

Figure 4.5: Comparison between the generated views (left and right) and the ground truth
(middle) for the asteroid impact dataset yA31 at cycle time 29945. The orange and blue
surfaces are contours of the temperature (0.2 eV ) and water density field (0.002 g/cm3),
respectively. Views have been approximated using only 24 depth images with a resolution
of 5122 pixels that have been chosen by VOIDGA to bound the maximum approximation
error for the current view.
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4.3.4 Karst Limestone Ground Sample
This case study demonstrates that the proposed approach can also approximate very
complex surfaces with an acceptable error, and that it enables the composition of approxi-
mated and explicitly stored geometries. To this end, a Cinema database was created for a
karst limestone ground sample that was taken in south Florida. The ground sample was
provided by the Texas Advanced Computing Center (TACC) and the Florida International
University as a triangulated surface consisting of roughly 8 million triangles (gray surface
of Fig. 4.6 top). Domain experts involved in this research are primarily interested in
the propagation of ground water through the stone cavities (red streamlines of Fig. 4.6).
This dataset is challenging for depth image based geometry approximation since the
complex structure of the cavities occlude most of the interior geometry. To compensate,
it is usually necessary to sample depth images on a dense grid. VOIDGA, on the other
hand, determines a small set of samples that adequately reconstruct the outer shell of the
stone. However, to also demonstrate the effects of undersampling, this case study uses
only 42 depth images with a resolution of either 5122 or 1282 pixels that are sampled on
a once subdivided icosahedron (Fig. 4.1b).

The middle and bottom of Figure Fig. 4.6 show approximated views based on depth
image triangulation and splatting, respectively. The lighting of the complete scene is
performed in the post processing shader where screen space ambient occlusion greatly
enhances the perception of the stone porosity and the spatial arrangement of the stream-
lines. The uniform camera samples accurately reconstruct the outer structure of the stone,
but they do not depict the interior geometry of most cavities. Moreover, fine details of
the structure are only visible if the resolution of the depth images is high enough. Since
the proposed triangulation algorithm requires at least three neighboring depth pixels that
are below the distance threshold to create a surface patch, the resulting approximations
ignore one pixel wide surface depictions (Fig. 4.6 middle right). Splatting preserves these
features, as each depth image pixel is still represented by a single point (Fig. 4.6 bottom
right). However, the size of these points must be large enough to fill the gaps between
points, which gives the incorrect impression that surfaces have a thickness. Yet, this
greatly improves the 3D perception and emphasizes hard edges such as cavity borders.
Nevertheless, rendering the point cloud is more expensive than rendering the triangulation.
The triangulation also enables the more accurate estimation of surface normals since
splatting renders each point as a flat disc that faces the camera, which causes depth
discontinuities at the disc boundaries, and thus a rough surface appearance.
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Figure 4.6: View approximations of the limestone dataset (top) based on 42 depth
images with a resolution of 5122 pixels that are sampled on the vertices of a once
refined icosahedron. The dataset was provided by the Texas Advanced Computing Center
(TACC) and the Florida International University. The images show the path of water
(red streamlines) through a karst limestone ground sample (gray) that was taken in south
Florida. As the approximations show a view angle that was not covered by the used depth
images, the approximation error is largest in the cavities where no geometric information
is available. Nevertheless, the outer structure is accurately reconstructed even for the
relatively low number and resolution of the depth images. Deploying VOIDGA improves
the approximation quality as it ADDs only view angles that contribute the most to the
current approximation, i.e., view angles that look into currently undepicted cavities.
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To emphasize the impact of the image resolution, Fig. 4.7 shows the geometry
approximations that result from using images with only 1282 pixels. These depth images
do not have a sufficient resolution to represent small cavities, as neighboring pixels are
too far apart in world space, while the drastically varying surface between the pixels is
not depicted. However, even at this resolution, prominent features such as the big cavities
are clearly identifiable. Image triangulations requires a fairly high distance threshold
to coincide with the rough shape of the original surface, which results in numerous
distorted triangles. Splatting also requires a large point size to fill gaps. Because the
triangulation connects neighboring pixels with similar depth values, splatting produces
much better results for low resolution images as each pixel is still mapped to 3D space
independent of its neighbors at the price of warping the resulting surfaces. Therefore,
the splatted representation coincides better with the shape of the original triangulation,
but the large points let the surfaces appear very thick. This is also reflected in the error
metrics (Figures 4.2 and 4.3, second row). Especially the MS-SSIM is very sensitive to
the surface warps. Furthermore, a database derived by VOIDGA uses far fewer images
(82) than the maximum refinement level (162) while achieving similar approximation
errors. Since the cylindrical stone sample has a relatively smooth backside, VOIDGA
primarily stores images that depict the front and the inside of cavities.

An advantage of the modular design of the demonstrated DIBR algorithm is that the
approximated geometry can be rendered together with non-approximated geometry. For
instance, the red streamlines of Fig. 4.6 are explicitly stored geometries that are correctly
composed with the approximated geometry. Based on this principle, extremely large
simulation elements can be approximated by depth images, while specific features of
smaller size can be stored explicitly.
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Figure 4.7: Illustration of view approximations generated by depth images with an
insufficient image resolution. In this case, the views have been generated with 42 depth
images with a resolution of only 1282 pixels. For such low resolutions, splatting (bottom)
produces far better results since points are rendered independently at the locations of every
depth image pixel, while image triangulations (middle) require at least three neighboring
pixels that span a non distorted triangle. However, the huge point sizes have a drastic
impact on the used error metrics.
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4.3.5 Jet Streamlines
Sparse line geometry is another challenge for DIBR due to the strong depth variations
of neighboring pixels. Therefore, this case study examines a set of streamlines that
correspond to particle paths of a CFD Jet simulation (Sec. 3.3.2).

For this case study, VOIDGA was tuned to generate a database with a focus on high
quality depth approximations rather than image similarity, effectively de-emphasizing
color reproduction. This can be done by enforcing a strict ADD threshold (0.0004) and
a relaxed MS-SSIM threshold (0.8). Still, the approximations cause large errors for
small image resolutions (Figures 4.2 and 4.3, right column) as they are not sufficiently
large enough to distinguish between individual streamlines. Thus, the image triangulation
falsely connects neighboring streamlines via surface patches (Fig. 4.8 right). Although
splatting can still produce convincing results, the necessary large point size bloats the
streamlines (Fig. 4.8 left), which has a significant impact on the error metrics. Yet, the
VOIDGA database (72 images) and the maximum refinement level (162 images) achieve
similar errors. The colors of the streamlines encode their lifetime and are mapped post
hoc. This requires to store for each depth image an ADDitional floating point image
that records at each pixel the lifetime of the depicted part of the streamlines. The ability
to apply a color map post hoc on the approximated geometries demonstrates that the
proposed approach can be easily combined with the existing practice of image databases.

Splatting Ground Truth Triangulation

Figure 4.8: Comparison between the generated views (left and right) and the ground truth
(middle) for the jet dataset. To emphasize potential visual errors, the views have been
approximated by using only the database backbone (12 depth images) with a resolution
of either 2562 or 5122 pixels for the splatting or triangulation technique, respectively.
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4.4 DISCUSSION
This chapter presented a novel view-approximation oriented image database generation ap-
proach (VOIDGA) that determines and stores a minimal set of images for the generation
of arbitrary views while bounding the maximum approximation error. As demonstrated
on several challenging real-world examples, VOIDGA can reduce image database sizes
and the number of images that need to be processed by DIBR methods. VOIDGA can
also ensure that a disk space budget is used to its full potential, which stands to be useful
for in situ visualization, but also for sharing visualization results where bandwidth usage
is of importance. The resulting approximation errors were examined qualitatively and
quantitatively via two image-based comparison metrics: the ADD and MS-SSIM. The
results indicate that a relatively low number of database elements (∼ 42) at medium
resolution (∼ 5122) can already produce high quality approximations. Moreover, smooth
surfaces can be well approximated by triangulations, whereas extremely jagged surfaces,
sparse line-geometry, and low-resolution depth images are best approximated by splatting.

Towards adapting VOIDGA for production use, many improvements appear possi-
ble. Due to the modular design of VOIDGA, it is possible to integrate more advanced
DIBR methods and other error metrics to further improve the resulting approximation
quality. VOIDGA could also store view-dependent resolutions and feature-based camera
locations. For example, depictions of smooth surfaces could be stored at low resolution,
whereas detailed surface variations and important features are depicted by high-res im-
ages. However, as VOIDGA builds on top of DIBR techniques, it is necessary to derive
and store depth images. Thus, VOIDGA does currently not support the approximation
of volume renderings and transparent geometry. In this case, one needs to adapt other
techniques such as image warping [50] or volumetric depth images [9, 34].

VOIDGA was demonstrated with fairly rudimentary DIBR approaches (depth image
triangulation and splatting). Although they require a minimal overhead and already
produce acceptable results, more advanced DIBR methods are expected to produce
higher quality approximations. Such techniques can easily be integrated into VOIDGA
due to its modular design. Moreover, both presented DIBR implementations require
parameters (the distance threshold and the point size) that have a significant impact on the
resulting approximation quality. VOIDGA is capable of automatically finding suitable
initial parameters, but the current tuning procedure can get stuck in local extrema. To
solve this problem, it is necessary to deploy more advanced optimization techniques such
as simulated annealing [47].
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Naturally, the effectiveness of VOIDGA depends strongly on the used comparison
metrics. Although the demonstrated image metrics measure geometry representation
(ADD) and image similarity (MS-SSIM), both are not without drawbacks. The most
significant problem is their strong dependence on the background to foreground ratio.
In effect, a larger background will result in better similarity scores which is not ideal
for real-world settings. Moreover, the ADD is computed for normalized depth values,
and therefore depends on the precision of the depth buffer. The MS-SSIM, on the other
hand, requires input parameters that can currently only be chosen heuristically [111].
Furthermore, both metrics evaluate the overall image quality, and thus neglect small but
potentially important features. Therefore, it is necessary to develop and integrate other
image metrics to improve the optimization process.
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CHAPTER 5

DYNAMIC NESTED TRACKING GRAPHS

This chapter combines Nested Tracking Graphs (Ch. 3) and Cinema Databases (Ch. 4) to
enable the interactive post hoc visual analysis of large-scale simulations with numerous
superlevel set components (Sec. 5.1). The approach first derives, at simulation runtime,
a specialized Cinema database that consists of various rendering and analysis products,
including images of component groups, merge trees, and intermediate data structures that
store tracking information (Sec. 5.2). This database is processed post hoc by an efficient
graph operation-based algorithm to dynamically compute nested tracking graphs (NTGs)
for component groups based on size, overlap, persistence, and level thresholds, while also
compositing component images from the database into 3D renderings of the simulation
(Sec. 5.3). As demonstrated in three case studies (Sec. 5.4), the generated databases grow
only proportional to the parameter sampling independent of the actual simulation size,
and the efficient graph operation-based NTG algorithm and image compositing procedure
enable the interactive post hoc exploration of large-scale simulations (Sec. 5.5).
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5.1 MOTIVATION
The previous chapters described a robust topology-based methodology to characterize
and track features based on level, sublevel, and superlevel set components. However,
applying the proposed methodology in the context of large-scale simulations containing
numerous features poses additional challenges. Specifically, it is often infeasible to
store every simulation state due to bandwidth and disk space constrains, and thus it
is no longer possible to explicitly compute, filter, track, and render features post hoc
for new parameters; such as different level, overlap, or persistence thresholds. This
limitation necessitates in situ algorithms that store, at simulation runtime, the least
amount of information needed to still support flexible post hoc analysis. Moreover, visual
analytic frameworks for massive amounts of features require level-of-detail approaches
that partition features into a manageable number of groups.

This chapter describes an approach that addresses these issues by combining and
extending Cinema databases (Ch. 4) and nested tracking graphs (Ch. 3) for in situ database
generation and post hoc database exploration, respectively (Fig. 5.1). Recall, a NTG
consists of layers of common tracking graphs, where each layer visualizes the evolution
of superlevel set components for a fixed level, and edges of different layers are drawn
inside each other based on the nesting hierarchy of the components (Fig. 3.1). The
approach presented in this chapter is based on the fact that superlevel set components
merge while decreasing the level, i.e., lower layers of the NTG automatically bundle
higher-level components, effectively summarizing their evolution. * Thus, instead of
visualizing a cluttered view consisting of thousands of lines that represent individual
features, NTGs can be used to display a limited number of lines that represent meaningful
component groups. This hierarchical decomposition can also be used during the in
situ database generation to store images of component groups instead of the individual
features. As a consequence, this approach reduces the amount of stored information while
still supporting common post hoc analysis tasks; such as toggling the visibility of groups,
coloring them based on the tracking results, and linking component images and NTGs.
To this end, the approach includes an efficient graph operation-based algorithm that is
capable of dynamically computing NTGs post hoc at interactive framerates by processing
split trees and other intermediate data structures that have also been stored at simulation
runtime. Combining these algorithms in a feature-centric visual analytics framework
enables the interactive post hoc analysis of large-scale simulations. The central benefit of
this scalable methodology is the fact that the generated databases only grow proportional
to the parameter sampling, independent of the actual geometry and number of features.

*The methodology presented in this chapter can be applied symmetrically to sublevel set components.
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5.2 IN SITU DATABASE GENERATION
During the simulation, the presented approach computes for every timestep t the complete
split tree segmentation S̃t = (C+t ,φt ,ψt) that consists of the split tree C+t , the domain
segmentation φt , and the tree scalar field ψt (Def. 44). Optionally, each timestep can
be first simplified by persistence to remove noise (Sec. 2.3.6). These procedures are
implemented in the Topology ToolKit [36, 104, 106]. The unaugmented split tree C+t and
the tree scalar field ψt are immediately stored in a Cinema database (Sec. 2.5), whereas
the augmented split tree is used to compute intermediate data structures that enable post
hoc component tracking (Sec. 5.2.1), and to derive a reduced set of images of component
groups that can later be composed again into 3D scenes (Sec. 5.2.2).

5.2.1 Merge Tree Segmentation-Based Tracking
To compute tracking graphs, it is necessary to determine the relationship between su-
perlevel set components at adjacent timesteps. During post hoc analysis, it is no longer
possible to explicitly compute their overlap as the volumetric data is no longer available.
This triggered a line of research that aims to pre-compute tracking information to effi-
ciently derive tracking graphs without reprocessing the original data [12, 79, 114, 119].
A prime example of such an approach is the so-called meta-graph [114] that records the
overlap of component groups for discrete level intervals.

Alg. 8 is an adaption of this approach that derives edges of the meta-graph by process-
ing two split tree segmentations (C+0 , φ0, ψ0) and (C+1 , φ1, ψ1) of consecutive PL Morse
scalar fields that are defined on the same PL manifoldM.† Recall, a domain segmentation
function φi maps any point of the domainM to a vertex or edge of the split tree C+i , and
the tree scalar field ψi assigns to each point on C+i the corresponding level value. Thus,
these segmentations partition the domain into connected regions, called segments, that
correspond to individual split tree edges (colored regions and edges in Fig. 5.2). Intro-
ducing regular vertices along tree edges further subdivides segments and will increase
the tracking accuracy. Note, each split tree edge ⟨u,v⟩ ∈ C+i with ψi(u) < ψi(v) can
uniquely be identified by v, and therefore v is called the edge/segment representative. This
segmentation-based tracking algorithm is based on the fact that the border of a superlevel
set component (dashed lines in Fig. 2.6d, left) is completely contained in the domain
segment of its corresponding split tree edge (colored region and edges in Fig. 2.6c). As a
consequence, if two segments overlap at a vertex v, then at least the superlevel sets for
the smallest level among both corresponding intervals intersect at v. The smallest level of
both intervals is therefore referred to as the base level b. Obviously, the accuracy of this

†This algorithm can symmetrically be formalized for join tree segmentations.
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approach depends on the interval ranges, as the superlevel set at the base level represents
all components for the interval of its corresponding edge. The algorithm then records the
amount of spatial overlap between segments by so-called meta-edges EM that connect the
representatives of the corresponding split tree edges (red arrows in Fig. 5.2).

Algorithm 8: ComputeMetaEdges( PLMM, MTS (C+0 , φ0, ψ0), MTS (C+1 , φ1, ψ1) )

1 EM ← /0 // Set of Meta-Graph Edges

2 foreach vertex v ∈M do

3 // Get edges that correspond to segments
4 (e0, e1) ← GetSegmentEdges( v, C+0 , φ0, C+1 , φ1 )

5 // Get edges that include base level
6 b ← min( minψ0(e0), minψ1(e1 ) )
7 (ê0, ê1) ← GetBaseEdges( b, C+0 , ψ0, e0, C+1 , ψ1, e1 )

8 // Connect all representatives towards the root
9 AddMetaGraphEdges( EM, ê0, ê1, C+0 , ψ0, C+1 , ψ1 )

10 return EM
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Figure 5.2: Illustration of the merge
tree segmentation-based tracking ap-
proach that processes two split trees
(bottom) and their respective domain
segmentations (top) of two adjacent
timesteps (left and right). Form time
step ti to ti+1, the maximum B splits
into the two maxima D and E, and the
maximum A moves from the left to the
right side of the domain. The overlap
of segments are recorded by so-called
meta-graph edges between their corre-
sponding representatives (red arrows).
For example, the dark blue and dark
green segments overlap, which justifies
the meta-graph edge ⟨A′,C′⟩. The light
blue and the light green segments, how-
ever, do not overlap, i.e., there exists
no meta-graph edge between A and C.
Note, the meta-graph edges correctly
record the evolution of the overlapping
segments across all intervals. Yet, the
accuracy of the matching depends on
the resolution of the intervals.
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Specifically, Alg. 8 initializes the meta-edges EM as an empty set, and then processes
each vertex v ∈M in three steps. First, line 4 retrieves for a vertex v the corresponding
edges e0 ∈ C+0 and e1 ∈ C+1 (thick edges of Fig. 5.3b) with the domain segmentation
functions φ0 and φ1. Note, these edges do not have to correspond to the same level
interval. As explained earlier, it can only be guaranteed that the respective superlevel
sets for the base level intersect at v, where the base level b is the minimum of both level
intervals associated with e0 and e1. Next, it is necessary to find the edges ê0 ∈ C+0 and
ê1 ∈ C+1 whose respective intervals include the base level. This is done with the procedure
GetBaseEdges that traverses each split tree C+i starting at the edge ei towards the root until
it finds and returns the first edge whose interval includes the base level b (thick edges of
Fig. 5.3c). With the same argument as before, it is guaranteed that components of the base
edges overlap for the base level, and therefore the procedure AddMetaGraphEdges adds a
meta-edge between their representatives (red arrow in Fig. 5.3c). Furthermore, if features
of these edges overlap, then also do the features of the edges towards the root. Therefore,
the procedure AddMetaGraphEdges synchronously traverses both trees towards the root
and adds meta-graph edges (red arrows in Fig. 5.3d) between the representatives of the
visited edges (thick edges in Fig. 5.3d). This procedure can also additionally record the
amount of spatial overlap between segments, e.g., by counting how often a meta-graph
edge would have been added during all iterations. Finally, the algorithm returns the set of
meta-graph edges between the two segmentations.

This procedure can be executed iteratively for each adjacent pair of a PL Morse
scalar field sequence to derive the complete set of meta-graph edges, and in an in situ
environment it is only necessary to keep the segmentations of the previous and current
timestep in memory. The meta-graph then corresponds to the union of all split trees and
meta-graph edges. The described procedure is implemented in the TrackingFromMerge-
TreeSegmentations module [61] of the Topology ToolKit [104], which was used for all
experiments described in Sec. 5.4.

Meta-graphs enable the efficient post hoc computation of tracking graphs for any level
l, solely based on their structure and the tree scalar fields. Specifically, a trivial algorithm
first retrieves the set of split tree edges of the meta-graph whose intervals include l, and
creates for each such edge a vertex in the resulting tracking graph. These vertices are
subsequently connected based on the corresponding meta-graph edges that belong to
the representatives of the split tree edges. Sec. 5.3.1 describes a graph operation-based
algorithm that derives nested tracking graphs.
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Figure 5.3: Illustration of one inner
iteration of Alg. 8 that processes a
vertex v of the example scalar field
introduced in Fig. 5.2. First, the algo-
rithm retrieves for vertex v the cor-
responding edges of the split trees
(thick edges in Figure b). Next, it
traverses both trees towards the root
until it finds the base edges (thick
edges in Figure c), i.e., edges towards
the root whose corresponding inter-
vals include the base level (in this
example 1). In step three, the al-
gorithm adds a meta-graph edge be-
tween the representatives of the base
edges (red arrow in Figure c), and
then continuous traversing the trees
towards the root while also connect-
ing the representatives of the visited
edges (Figure d). Note, this correctly
records the possible overlaps of su-
perlevel sets that include vertex v.
Specifically, superlevel sets for level
1 overlap at v (as indicated by the
meta graph edge ⟨B′,S2⟩), but not for
level 2 (as indicated by the absence
of a meta-graph edge from B′′ to D′

or E ′). Iterations processing the re-
maining vertices add additional meta-
graph edges, or increase the inci-
dences of existing ones. For instance,
a vertex located in the dark purple
segment introduces the meta-graph
edge ⟨B′′,D′⟩, and increases the over-
lap of meta-graph edges ⟨B′,S2⟩ and
⟨S0,S1⟩. This again shows that the ac-
curacy of the segmentation matching
depends on the resolution of the level
intervals.
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5.2.2 Image Generation
To provide an interactive 3D rendered view of the simulation post hoc, the proposed
approach also stores, at simulation runtime, images of superlevel set component groups
that can later be composed again into 3D scenes. The following algorithm is built on
top of the original Cinema approach [2] that generates images for a Cartesian product
of the parameter space (Sec. 2.5). Database viewers then enable users to browse the
structured image stores by selecting interesting parameter combinations from parallel
coordinate plots [115], by performing queries [3, 104], or by snapping to the closest
available camera locations while navigating an emulated 3D view [82]. The approach
described in Ch. 4 can even compute a reduced set of images that enable free camera
movement by approximating the depicted surfaces. However, a limitation of Cinema
databases is that the flexibility of the post hoc analysis is limited by the generated images.
Thus, if the database does not contain individual feature images, it is not trivially possible
to toggle their visibility. Storing an image of each feature is also problematic as this
drastically increases the amount of database elements. Therefore, it is necessary to depict
feature in groups with common post hoc analysis tasks in mind.

In the context of tracking superlevel set components in large-scale simulations, an-
alysts should be able to toggle the visibility of components that are locally clustered
together, and further filter components based on persistence. To this end, the proposed
approach partitions components into a predefined number of groups based on a branch
decomposition B of the current split tree C+t , and a list of persistence intervals P. The
algorithm then generates images for each resulting component group. Specifically, the
inputs of Alg. 9 are PL manifold M, its PL scalar function f , a split tree segmenta-
tion (C+t , φt , ψt), a set of camera specifications C, a set of levels L, a sorted list of
persistence thresholds P, and the maximum number of component groups n; i.e., each
timestep yields at maximum |C| · |L| · |P| ·n images. First, the algorithm sorts all branches
by persistence in descending order, and then inserts the n most persistent branches into
their own new group (line 1-6). Each remaining branch is then inserted into the group
that contains the most persistent branch it is attached to (lines 7-11). Note, such a branch
and the corresponding group must exist as the branches are processed in sorted order.

Next, the algorithm iterates over the groups G ∈ G, and the persistence intervals
defined by P, to determine in each iteration the branches B̂ ⊆ G ∈ G inside the current
persistence interval (Pi,Pi+1]. Then, the algorithm derives for each level l ∈ L the set
of individual contours X of the current group, i.e., the borders of the superlevel set
components. This is done by first determining the branches that include the current
level, where each such branch B indicates the existence of an individual superlevel set
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component. To derive the set of simplices M̂ ⊆M that together completely contain the
component of B, the algorithm first collects the set of edges Ĉ+ that are connected to B
above the current level (the upper subtree of B that exceeds the level), and then retrieves
all simplices ofM that share at least one vertex with the subtree domain φ−1(Ĉ+). It is
necessary to include the tetrahedra adjacent to the subtree domain as they might contain
parts of the linearly-interpolated contours.

Algorithm 9: GenerateImages(M, f , C+t , φt , ψt , C, L, P, n )
1 // Get branches sorted by persistence in descending order
2 B ← ComputeBranchDecomposition( C+, ψt )

3 // Create groups for the first n most persistent branches
4 G ← NewUnionFind()
5 for i← 0 to n−1 do
6 NewGroup( G, Bi )

7 // Add remaining branches to closest group
8 for i← n to |B| do
9 B ← GetMostPersistentAttachedBranch( B, Bi, ψt )

10 G← FindGroup( G, B )
11 AddToGroup( G, Bi )

12 // Generate group images for all persistence intervals and levels
13 foreach group G ∈ G do
14 foreach threshold pi ∈ P where pi ̸= max(P) do

15 // Filter grouped branches by persistence
16 B̂ ← { B ∈ G | pi < (max ψt(B)−min ψt(B))≤ pi+1 }
17 foreach level l ∈ L do

18 // Add contour for each filtered branch that includes level
19 X ← /0 // Set of contours
20 foreach B ∈ B̂ where min ψt(B)< l ≤ max ψt(B) do
21 Ĉ+ ← GetUpperTreeOfBranch( B, C+t , ψt , l )
22 M̂ ← { σ ∈M | σ ∩φ

−1
t (Ĉ+) ̸= /0 }

23 AddContour( X , M̂, f , l )

24 // Render depth and ID image of contours for each camera
25 foreach camera c ∈C do
26 I ← RenderContours( X , c )
27 StoreInCinemaDB( I, G, pi, pi+1, l, c )

28 StoreInCinemaDB( G, t )
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Finally, the algorithm renders for all camera angles C a depth image and an ID mask
of all contours (Fig. 5.4), where the depth images are used during post hoc analysis to
compose 3D views (Fig. 5.5), and a pixel of the ID mask stores the representative of the
split tree edge that corresponds to the depicted contour. The images are then stored in the
Cinema database, where they are also associated to the parameters that uniquely identify
the images: their group ID, persistence interval, level, and camera angle. To efficiently
retrieve during post hoc analysis an image that depicts a specific contour, the algorithm
also stores, in line 28, the branch groups G of the current timestep in the Cinema database.

Note, the image generation is embarrassingly parallel as images for component groups
and camera angles can be rendered independently. A limitation of this approach is that
the sampling resolution of the parameter space is directly proportional to the resulting
image database size. Moreover, the parameter sampling has to be determined beforehand,
in which case adequate parameters might be unknown.

Figure 5.4: Four generated images of ∼ 5k vortices from the jet dataset at timestep 2000
based on two groups (top and bottom) and two persistence intervals (left and right).
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Figure 5.5: 3D view of the jet dataset composited with the four images of Fig. 5.4.
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5.3 POST HOC DATABASE EXPLORATION
This section describes the novel graph operation-based NTG algorithm (Sec. 5.3.1), the
image compositing pipeline (Sec. 5.3.2), and the visual analytics framework (Sec. 5.3.3)
that all use the generated Cinema database to analyze the underlying simulation post hoc.

5.3.1 Dynamic Nested Tracking Graphs
The core element of the post hoc analysis interface is a NTG that enables users to
browse the simulation data across time and levels. Computing the NTG with the original
procedure described in Alg. 5 would make it necessary to predefine a set of levels,
explicitly compute the superlevel set components for those levels, and then test the
resulting components for spatial overlaps across time (to determine their evolution) and
across levels (to determine their nesting hierarchy). Thus, changing the levels requires
the re-computation of all components, which is inefficient and unsuitable for large-scale
simulations and in situ use cases.

Alg. 10 outlines a purely graph operation-based NTG algorithm that efficiently com-
putes NTGs for a sorted list of adjacent timesteps T , a sorted list of levels L, and the
graph structures that have been stored in the Cinema database at each timestep during
the simulation: the split trees C+, their scalar functions ψ , and the meta-edges EM. First,
the algorithm determines the superlevel set components that are present for all timesteps
and levels based only on the split trees C+ and their corresponding scalar fields ψ . Given
a timestep t ∈ T and a level l ∈ L, the algorithm inserts a new vertex into the set V for
each edge ⟨u,v⟩ ∈ C+t whose corresponding level interval includes l, as each such an
edge represents an individual superlevel set component (red vertices in Fig. 5.6). In
the following, each vertex of V is denoted as vl

t to compactly indicate its corresponding
timestep t, level l, and edge representative v in the split tree C+t . The nesting hierarchy EN

(red edges in Fig. 5.6) of the computed vertices V follows immediately from the structure
of the split trees (black edges in Fig. 5.6). To identify the connections between vertices
at level li ∈ L for i > 0 (children) with vertices at level li−1 ∈ L (parents), the algorithm
simply traverses the tree from each child towards the root until it encounters a parent and
then inserts a new edge into EN accordingly. Since the algorithm descends in a rooted
tree, there always exists exactly one parent for each child. Finally, the algorithm needs to
establish the relationships between vertices at the same level for adjacent timesteps t and
t +1. This can be done efficiently via the meta-edges EM,t of timestep t. Specifically, for
each two vertices ul

t and vl
t+1 one can determine if the segments that are represented by u

and v overlap by checking if EM,t contains the meta-edge ⟨u,v⟩. If it does, the algorithm
adds the edge ⟨ul

t , vl
t+1⟩ to ET . It is possible to filter tracking graph edges via an overlap
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threshold, or relax the tracking accuracy by adding edges if there exists an meta-edge
for a vertex pair further down in the split tree. Such a relaxation enables the tracking of
fast moving components whose corresponding segments only overlap for lower levels.
The advantage of the proposed algorithm is that such criteria can be interactively chosen
post hoc without access to the original simulation data. That the computed graph is
indeed a NTG according to Def. 50 follows directly from Alg. 10, and the fact that
the subprocedure AddMetaGraphEdges of the segmentation-based tracking algorithm
(Alg. 8) recursively adds meta-edges between overlapping segments (Fig. 5.3d). The
resulting NTG can be rendered with Alg. 6. The graph operation-based NTG algorithm is
implemented in the NestedTrackingGraph module [61] of the Topology ToolKit [104].

Algorithm 10: ComputeNTG( Times T , Levels L, Split Trees (C+, ψ), Meta-Edges EM )
1 V, EN , ET ← /0 // Vertices, Nesting Trees, Tracking Graphs

2 // Compute Vertices
3 foreach timestep t ∈ T do
4 foreach level l ∈ L do
5 foreach edge ⟨u,v⟩ ∈ C+t where ψt(u)< l ≤ ψt(v) do
6 AddVertex( V , v, l, t )

7 // Compute Nesting Trees
8 foreach vertex vl

t ∈ V where l ̸= min(L) do
9 AddEdge( EN , vl

t , GetParent(vl
t , V , C+t , ψt) )

10 // Compute Tracking Graphs
11 foreach vertex ul

t ∈ V where t ̸= max(T ) do
12 foreach vertex vl

t+1 ∈ V do

13 if ⟨u,v⟩ ∈ EM,t then
14 AddEdge( ET , ul

t , vl
t+1 )

15 return V ∪EN ∪ET
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Figure 5.6: Vertex and nesting tree computation
based on split trees. Vertices correspond to edge-
cuts (red nodes) for a set of levels (dashed lines),
where each vertex represents a single superlevel
set component, and is labeled by its correspond-
ing edge representative, level, and timestep (here
omitted). To determine their nesting hierarchy (red
edges), the algorithm traverses the split tree from
each vertex at level li with i > 0 towards the root,
until the algorithm reaches its parent at level li−1.
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5.3.2 Image Retrieval and Compositing
To retrieve the image of a component corresponding to a vertex vl

t ∈ V of the NTG for a
specific camera angle, one first determines its branch group G ∈ Gt , and then computes
the persistence interval of the branch containing the edge represented by the vertex v∈ C+t
(Sec. 5.2.2). All parameters are then used to retrieve the closest available image in
the database. Fig. 5.7 illustrates the Depth Image Based Rendering (DIBR) pipeline
that composes multiple depth images and ID masks into a single image. To improve
spatial perception, the images are shaded based on approximated surface normals and
screen space ambient occlusion, where components are colored based on the ID masks.
Alternatively, it is also possible to use the geometry approximation algorithms described
in Sec. 2.6 and Ch. 4 to enable free camera movement.

(a)

(b)

(c)

Figure 5.7: Depth image-based rendering pipeline: multiple depth images and ID masks
are respectively composed into a single image (a), which are shaded based on approxi-
mated surface normals (b) and screen space ambient occlusion (c) in order to improve
spatial perception.
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5.3.3 Visual Analytics Framework
Fig. 5.8 shows all linked components of the post hoc visual analytics framework that
enables users to effectively explore the generated Cinema database: a composed 3D scene
(top left), a split tree (top center), a persistence diagram (top right), and a nested tracking
graph (bottom). User interface (UI) elements that correspond to an individual superlevel
set component are consistently colored across all views, i.e., edges of the NTG, images
of the components, branches of the split tree, and critical-point pairs of the persistence
diagram. The core element of the interface is the NTG that illustrates the evolution of
components for multiple levels, whereas the split tree shows their nesting hierarchy for
the current timestep, and the persistence diagram shows their significance. The NTG
is used to select time intervals, individual timesteps, and specific components, and the
split tree and persistence diagram support analysts in choosing appropriate levels and
persistence thresholds. The current persistence threshold is drawn as a diagonal red
line in the persistence diagram, and levels of the NTG are drawn as horizontal lines in
the split tree and persistence diagram, where the line of the currently selected level is
also colored red. The 3D view is composed of images that are closest to the current
parameter settings, i.e., the closest available database elements for a requested view angle,
persistence interval, and selected level. Components that do not exists for a selected level
or that do not exceed a persistence threshold are grayed out in all views.

The interface provides three key mechanisms to handle numerous components:
1) before parameter updates the interface indicates the resulting numbers of compo-
nents, split tree branches, and NTG edges; 2) components can be filtered based on size,
persistence, and overlap thresholds; and 3) if numerous components have been chosen for
visualization, the interface initially groups them together based on the nesting hierarchies
and persistence values to generate a manageable amount of UI elements. Specifically,
instead of rendering the entire split tree at once, the interface initially draws only a
user-controlled number of the most persistent branches. Analysts then have the option
to further expand individual branches, where the number of children is encoded by the
width of the parent branch. Similarly, instead of rendering numerous tracks of the NTG
for a certain level, these tracks are initially represented by their parent edges at the lower
layers, and analysts can interactively toggle their visibility.

Layout updates of the graphs are only performed when necessary, or on request.
For example, tightening the thresholds filters more components, which results in less
NTG edges, split tree branches, and critical point pairs. Instead of updating the graph
layouts immediately, the corresponding UI elements are simply removed, so that analysts
can easily comprehend the updates without reorienting themselves within a new layout
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(Fig. 5.9 middle and bottom). However, analysts always have the option to recompute the
layouts while ignoring the filtered components to generate smoother graphs. The interface
also provides visual consistency when a new level is added to the NTG. Specifically, the
layout algorithm described by Lukasczyk et al. [66] processes the layers of the NTG
individually, and then stacks them in a bottom-up approach. Hence, inserting a level
does not effect the layers of levels smaller than the new level, i.e., adding a level that
is larger than all current levels results in a new layer that is completely embedded in
the previous top layer. Overall, the interface enables analysts to follow the history of
individual components and groups, filter them based on various metrics, and explore the
simulation in a focus+context approach.

Figure 5.8: The presented topology-based visual analytics framework supports feature-
centered navigation of Cinema databases consisting of image and analysis products
generated during large-scale simulation runs. Here, the interface shows an ensemble
member of the viscous finger dataset for a salt concentration level of 30, where colors
correspond to individual fingers. The prime interaction device of this interface is a nested
tracking graph (NTG) that displays the temporal evolution of superlevel set components
and their properties for multiple levels simultaneously (bottom). The NTG is used to
retrieve component images that are stored in a Cinema database (top left), whereas
the split tree (top center) and persistence diagram (top right) support users in selecting
important levels and filter criteria, which are in turn used to update the NTG in real-time.
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5.4 RESULTS
This section evaluates the proposed methodology based on three real-world examples. The
first case study compares the post hoc tracking algorithm to the explicit approach described
in Sec. 3.2.2 by contrasting the resulting graphs for the 2016 scientific visualization
contest dataset [42] (Sec. 5.4.1). To demonstrate that the proposed approach can be
used to effectively explore large-scale simulations with numerous components, the other
two case studies deal with much larger and more complex datasets—i.e., the simulation
ensemble of the 2018 scientific visualization contest [43] (Sec. 5.4.2), and a computational
fluid dynamics simulation with thousands of vortex features (Sec. 5.4.3).

5.4.1 Viscous Fingering
This case study compares the results of the graph operation-based tracking approach and
the original overlap-based algorithm (Sec. 3.2.2) for the viscous fingering simulation
ensemble that was already introduced in Sec. 2.4.2. In a nutshell, the simulations model
the process of viscous fingering inside a water filled cylinder with an infinite salt supply
at its top (gray surface in Fig. 5.8). As the salt mixes with the water, the solutions
form characteristic structures with increased salt concentration values, called viscous
fingers (colored components in Fig. 5.8), which can be identified algorithmically by first
sampling the salt concentration density of the pointsets on a regular grid and then deriving
superlevel set components below the salt supply (Sec. 2.4.2).

The top and middle row of Fig. 5.9 show two NTGs for the same simulation run,
where the first graph is derived with the original approach that explicitly computes the
overlap of superlevel set components (Alg. 5), and the second graph is derived with the
graph operation-based algorithm that processes meta-edges and split trees (Alg. 10). The
graphs mostly match, except that the new algorithm adds more edges than the original
approach. This is due to the segmentation-based tracking approach, as components inside
a segment are collectively tracked based on the largest component (Sec. 5.2.1). Thus,
the new algorithm detects at least the same amount of overlaps as the old approach,
but also matches components whose corresponding segments overlap. For instance, the
volumes of fast moving components might not overlap in time, and therefore the original
algorithm identifies the components in each timestep as new emerging features, which
is semantically incorrect. However, the corresponding domain segments are likely to
overlap since they correspond to the same moving maximum. As a consequence, the
segmentation-based algorithm identifies the components as a single moving feature (thin
lines of Fig. 5.9). Choosing an appropriate segmentation refinement level during the
meta-edge generation improves the accuracy of this matching (Sec. 5.2.1). In all presented
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experiments, this refinement level was set to the persistence threshold that was used to
remove noise, which yielded adequate results. In fact, choosing the refinement level
in this way produces the same NTG as the explicit approach for the example shown in
Fig. 5.9. The segmentation-based algorithm makes it also possible to interactively restrict
or relax tracking criteria by respectively requiring a minimum amount of overlap, or by
additionally matching segments that are connected via meta-edges further down in trees.

The main advantage of the segmentation-based algorithm is that once the meta-edges
have been computed, the NTG algorithm no longer requires access to the volumetric
simulation data. Processing the meta-edges and split trees is also significantly faster than
explicitly computing superlevel set components and their respective overlaps: deriving
NTGs for one ensemble member for the same parameters on the same hardware takes on
average ∼ 6 seconds with the old approach, and ∼ 0.1 seconds with the new algorithm.
NTGs for the following jet and asteroid case studies can still be computed in milliseconds,
whereas the explicit approach requires several minutes. This speedup enables analysts
to interactively update level, persistence, overlap, and size constraints (Fig. 5.9). To
summarize, the post hoc tracking algorithm is capable of tracking features more accurately
and flexible than the explicit approach, and enables users to compute NTGs in real-time.

Obviously, an image database for such a small dataset requires far more disc space
than the original data (Tab. 5.1). In fact, storing images become only beneficial for
extremely large datasets, since the primary advantage of an image database is that its size
grows proportional to the parameter sampling, independent of the size of the depicted
simulation [2]. This can be observed in all presented experiments.

70 71 72 73 74 75

Figure 5.9: NTGs of the vis-
cous finger dataset for salt con-
centration levels 25, 30, and 35
(red to yellow). (Top) NTG gen-
erated with the explicit overlap-
based tracking approach outlined
in Alg. 5. (Middle and Bottom)
NTGs generated with the split
tree-based tracking approach out-
lined in Alg. 10, where the bottom
graph is filtered by persistence,
size, and overlap thresholds.
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5.4.2 Asteroid Impacts
This case study examines an ensemble of extreme-scale simulations that are part of a threat
assessment study of asteroid ocean impacts [43, 85], where individual ensemble members
correspond to various impact scenarios based on different asteroid sizes, impact angles,
and airburst heights. Each simulation is labeled according to the following convention:
the first letter is an ensemble index, the second letter corresponds to the airburst height
above sea level (A: None, B: 5km, and C: 10km), the third letter represents the asteroid
diameter (1: 100m, 3: 250m, and 5: 500m), and the fourth letter indicates the impact
angle (0: 27.4◦, 1: 45◦, and 2: 60◦). As oceans cover around 71% of Earth’s surface,
they are the most likely location of an asteroid impact. Therefore, the main objective of
the threat assessment is to explore the relationship between the impact scenarios and the
severeness of the tsunami they create upon impact. For instance, providing a minimum
asteroid size threshold would greatly support the effort of NASA’s Planetary Defense
Coordination Office [76] in tracking potentially dangerous objects. The following case
study will demonstrate that the proposed approach enables analysts to efficiently explore
and compare these different impact scenarios.

The original simulations advance an Eulerian grid that is adaptively refined at signifi-
cant areas based on the XRAGE simulation code [35]. The simulations compute, among
others, a temperature field on a regular grid with either 3003 or 5003 vertices. To generate
a Cinema database according to the proposed approach, these temperature fields are
streamed into an emulated in situ environment that processes each timestep. Tab. 5.1
shows the total computation time and size of analysis and image products on a cluster
node with an Intel E5-2640v3 processor (16 cores) and 256GB memory. The stated time
measurements include the computation of split tree segmentations [36], topological sim-
plifications [106], and meta-edges. Note, the image generation process is embarrassingly
parallel, so the actual image generation time is much lower in practice. The provided
image database sizes correspond to a sampling at 24 cameras, 6 levels, 2 persistence
intervals, and 4 component groups, which enables users to adequately rotate the 3D view
and update parameters. Although the size of simulation yA31 is almost five times bigger
on the 5003 grid than on the 3003 grid, their respective image databases are roughly the
same size since components are depicted in a fixed number of groups. This demonstrates
that the database size is decoupled from the size of the underlying data, but to provide
more flexibility it is necessary to sample the parameter space more thoroughly. Thus,
the proposed approach can scale to very large data sizes with an acceptable flexibility
trade-off during post hoc analysis.
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Fig. 5.10 shows for timestep 108 of simulation run yA31 (5003) the split tree (third
row), a composited 3D view (fourth row), and an NTG that is once colored by layer (first
row), and once colored by individual components for level 0.2eV (second row). Here, the
NTGs clearly illustrates that at the time of impact the entire region around the impact
site is a single burning volume that disperses over time into four sub volumes (blue, red,
orange, and green UI elements). Since NTGs can be updated coherently in real-time and
since their layers partition components into groups, analysts can interactively explore
different levels and the corresponding components by expending edges of the split trees
and NTGs. With this focus+context approach, analysts can select individual components
and their respective tracks for detailed examination, and it is possible to further filter
the graph based on size, overlap, and persistence thresholds. Additionally, the split tree
and persistence diagram support the user in selecting important parameters. Based on a
component selection, the interface then queries and composes images form the Cinema
database into a 3D rendering of the simulation. Note, although the database contains
only two persistence intervals, filtered components can at least be colored gray in the
composited view. Thus, if there exists a small number of low persistent components—i.e.,
they do not clutter the 3D view—then a small number of persistence intervals is sufficient.
All interface elements together then guide the user while examining specific components
or component groups; e.g., the split tree indicates that the green component contains
the global maximum, whereas the NTG and the 3D view show that the volume of the
green component is relatively small. The low overhead of the graph operation-based NTG
algorithm and the image compositing enables analysts to quickly update parameters and
cycle through different ensemble members at interactive framerates. This is the prime
advantage over previous approaches.
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Figure 5.10: Analysis of the asteroid impact yA31 temperature field. First and second
row: NTGs visualizing the evolution of the temperature field for the levels 0.15eV ,
0.2eV , and 0.28eV , where the second graph highlights level 0.2eV . Third and fourth row:
Split tree and 3D view of timestep 108, where the tree indicates the nesting hierarchy
of features, and 3D view composes images for level 0.2eV . The proposed approach
partitions the temperature volumes—and their contained subfeatures—into groups: the
asteroid trail (dark blue), the cloud that raises to the stratosphere (dark red), the wave
that thrusts forward over the ocean (dark orange), and the volume containing the global
maximum at the impact site (dark green).
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5.4.3 Jet Simulation
This case study focuses on a jet simulation and was chosen to illustrate the utility of the
proposed approach for feature-rich datasets. The simulation describes a high-velocity
fluid jet entering a medium at rest. Due to viscous effects, a large vortex ring is generated
at the top of the jet that quickly breaks down into a large number of smaller vortices as the
flow transitions towards turbulence. From the original velocity data, vorticity magnitude
is computed and subjected to analysis to identify individual vortices as superlevel set
components of high vorticity.

Fig. 5.5 shows the roughly five thousand superlevel set components that exist for level
500 at timestep 2000. Even after topological simplification, the split tree of that timestep
still consists of more than 100k branches. As explained previously, the image database
size only grows proportional to the parameter sampling and not to the feature complexity
and quantity (Tab. 5.1). Moreover, grouping components based on split tree branches has
the advantage that each group constitutes a local component cluster. Toggling the visibility
of these groups therefore supports effective spatial peeling. As even hundreds of images
can be composed at interactive framerates, the proposed analysis framework enables
analysts to quickly browse through time and update parameters. However, to provide more
flexibility, it is necessary to generate image databases for a larger number of component
groups and persistence intervals, which significantly increases the databases sizes even
further. To summarize, the demonstrated case studies show that image databases are
not necessarily small, but seem to grow significantly smaller when moving towards
extreme-scale simulations [2].

Dataset #Cells #Steps |C|·|L|·|P|·n TA TI SS SA SI

VF Run1 25.1 ·103 100 24×5×1×1 2 m 3 m 90 MB 3 MB 1 GB

VF Run2 25.1 ·103 100 24×5×1×2 2 m 7 m 90 MB 3 MB 2 GB

VF Run3 25.1 ·103 100 24×5×1×3 2 m 15 m 90 MB 3 MB 3 GB

yA31 12.4 ·107 260 24×6×2×4 45 h 43 h 121 GB 28 MB 21 GB

yA31 2.6 ·106 260 24×6×2×4 16 h 13 h 26 GB 17 MB 20 GB

yB31 2.6 ·106 260 24×6×2×4 17 h 13 h 26 GB 12 MB 19 GB

yC31 2.6 ·106 260 24×6×2×4 15 h 14 h 26 GB 14 MB 22 GB

Jet 3.3 ·107 3000 24×6×2×4 25 h 15 d 375 GB 108 MB 260 GB

Table 5.1: Statistics of the presented case studies. From left to right: dataset name,
cell count (all regular grids), number of timesteps, image sampling, total aggregated
computation time of analysis and image products, and total size of simulations, analysis
products, and images.
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5.5 DISCUSSION
This chapter described a scalable processing pipeline that enables the interactive visual
analysis of large-scale scientific simulations where superlevel set components and their
evolution are of primary interest. The approach first stores analysis products and images
during simulation runtime in a Cinema database that can later be used during post
hoc analysis to efficiently explore the underlying simulation in a topology-based visual
analytics framework. To this end, the approach includes a split tree segmentation-based
tracking algorithm, and a branch decomposition-based image generation algorithm. The
core element of the framework is a dynamic nested tracking graph that illustrates the
evolution of components across time and different levels in one compact visualization. A
novel graph-based algorithm is capable of deriving NTGs at interactive framerates solely
based on the in situ generated database. By interacting with this graph, users can query
the database in a focus+context approach for other relevant analysis and image elements.
Thus, for the first time, the presented methodology enables users to generate and navigate
Cinema databases with a focus on features rather than along pre-determined parameter
axes. All presented algorithms have been implemented in the Topology ToolKit [104]
and are accessible as VTK filters [94] inside ParaView [1]. In conclusion, the proposed
approach enables users to effectively and efficiently explore simulations containing
numerous components.

Regarding future work, the proposed methodology can be improved in several as-
pects. Importantly, while theoretically feasible, the database generation has not yet been
examined during massively parallel in situ execution that is needed to allow scaling
to state-of-the-art, largest-scale simulations, which stand to benefit from the proposed
methodology. This hinges crucially on scalability of the split tree computation that is
central to the approach; here, e.g., the parallel peak pruning [14] approach could be used.
To facilitate practical usability, it appears possible to automate the parameter sampling—
e.g., dynamically determining persistence and level intervals—through heuristics or
optimization techniques, in order to keep the generated database within a given bandwidth
budget while maximizing post hoc flexibility, or alternatively, to ensure a specified degree
of flexibility while minimizing the database size. For example, the integration of the
VOIDGA approach [64] (Ch. 4) in the image generation process will reduce the number
of camera samples, which enables a more dense sampling of other parameters. Finally,
the database generation could benefit from low-level technical improvements, such as
different compression methods and data formats.
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CHAPTER 6

CONCLUSION

This work described and evaluated a topology-based methodology that enables the effec-
tive post hoc analysis of large-scale simulations where the evolution of level, sublevel,
and superlevel set components is of primary interest. The backbone of the methodology is
a novel topological abstraction, called the nested tracking graph (NTG), that records the
evolution of features that exhibit a nesting hierarchy. NTGs are excellent tools to examine
the evolution of numerous features inherent in large-scale simulations by partitioning
edges into groups based on their nesting hierarchy. In contrast to current state-of-the-art
tracking approaches, NTGs simultaneously visualize feature evolution across multiple
parameters in one compact representation, effectively setting multiple tracking graphs
for individual parameter values in context to each other. Integrated in visual analytic
frameworks, NTGs provide an intuitive interaction device that enables analysts to browse
through time, filter and select components, and—most importantly—to aggregate com-
ponents into a manageable amount of groups that can be examined recursively in a
level-of-detail approach.
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The second half of the manuscript extended their application to large-scale simula-
tions by (i) introducing a novel view-approximation oriented image database generation
approach (VOIDGA) that enables the post hoc visual exploration of features, and (ii)
by describing a post hoc tracking algorithm that enables the efficient computation of
NTGs for any parameter values without requiring access to the original simulation data.
Specifically, instead of explicitly storing feature geometries—which is often infeasible
for large-scale simulations due to bandwidth and disk space constraints—the described
methodology generates, at simulation runtime, a database consisting of intermediate anal-
ysis products—such as depth images, split trees, and meta-edges—that can be used during
post hoc analysis to compose 3D views, track features, and visualize feature properties.
The key advantage of this methodology is that the database only grows proportional to
a predefined parameter sampling—e.g., based on a maximum number of images, the
resolution of level intervals, or the limit of component groups—independent of the actual
size of the simulation data and the number of features. This advantage can not be stressed
enough, since the simulation size and the feature complexities are the primary obstacles
that need to be overcome to provide flexible, effective, interactive, post hoc analysis at
the era of exascale computing.

Regarding future research directions, several improvements appear possible. An
essential element of the described methodology is the parameter sampling as it predefines
the flexibility during post hoc analysis, and therefore the choice of the sampling precision
has a significant impact on the effectiveness of the approach. VOIDGA reduces one
parameter dimension by minimizing the number of camera locations while supporting
free camera movement, i.e., instead of storing a fixed set of camera locations, VOIDGA
stores a reduced set of images that enables the adequate approximation of any view
angle. It is conceivable to derive a similar sampling strategy for other parameters, e.g., by
dynamically determining significant persistence and level intervals based on the current
simulation state. Moreover, VOIDGA currently generates an image database for each
timestep individually, but it appears fruitful to integrate a view interpolation technique
across timesteps, which would allow to discard images that can already be interpolated
with an acceptable visual error. This will further reduce the size of the database, which
frees up space that can be used to sample other parameters more thoroughly.

To improve the accuracy of the post hoc tracking, additional topological abstractions
besides merge tree segmentations could be used to match features, e.g., persistence
pairs [100], Jacobi sets [23], or Morse-Smale complexes [28]. However, these approaches
might need to be adapted, as the described methodology requires that the used tracking
algorithms satisfy the nesting property (Def. 50) to represent their results via NTGs. In
future research, it would be very interesting to examine if this criterion can be relaxed.
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